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2024 was an election year. News outlets were buzzing with warnings
about the impact of Al on election security, whether that meant synthetic
images of Donald Trump being arrested,' or deepfake audio of President
Biden encouraging voters to stay home.> Less attention was paid to a
far less visible, but equally insidious threat—the increasing integration
of preemptive technologies within contemporary governance models.
Computational models are no longer confined to predicting our online
purchases or our streaming preferences, they are now used to predict our
employment potential,®> our academic achievement,* and our criminal
propensities.> As predictive models become more sophisticated and
more ubiquitous, the temptation to not only predict, but preempt, human
behavior becomes irresistible.®

What happens when this combination of big data and computing
power intersects with political interests? It is not difficult to imagine a
future in which the infrastructure of in-person voting is replaced by
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computational models. Why maintain voting machines and polling stations
when you could simply form a Congress on the basis of predicted votes?
Of course, the idea of replacing elections with algorithms is patently
absurd. But why is it absurd? Judges routinely rely on predictions of future
behavior to make decisions about pre-trial detention and post-conviction
incarceration. If predictive algorithms already distribute individual liberty,
why not let them distribute political power as well?

This Article develops normative resources for reconciling our
divergent intuitions regarding the prediction of recidivism and the
prediction of political votes. This normative-theoretical account offers
two insights for technology governance. First, it demonstrates that, in
the context of the state’s growing preemptive capabilities, decisional
autonomy is no longer guaranteed. The sophistication and ubiquity
of predictive models has irrevocably altered our tolerance for ex ante
intervention. Second, it offers a variety of explanations for our divergent
treatment of voter and defendant autonomy, drawing on insights
from legal philosophy and democratic theory. This account suggests
that different segments of society will experience different degrees of
autonomy loss, depending on their relationship with the institution
responsible for protecting their decisional autonomy. This suggests an
inherent and potentially insurmountable tension between the liberal
and egalitarian commitments of politico-legal institutions and emerging
Al technologies.
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INTRODUCTION

Just as surveillance technologies exposed the limits of privacy law,’
predictive technologies are exposing the unfettered power of the preemptive
state. The volume of data gathered on individual citizens, combined with
the processing power of computational models, dramatically increases the
range of human behaviors that the state can predict and thus preempt.?

7 Carol S. Steiker, The Limits of the Preventive State, 88 J. CRIM. LAW & CRIMINOLOGY
771 (1998).

8 Virtual world-building will only enhance the capacity of computational models to
predict human behavior by generating an endless stream of highly sensitive user data. Virtual
reality headsets can record an individual’s involuntary responses to digital stimuli, including
eye movements, pupil dilation, facial muscles, and brain activity via electroencephalography.
As data firms exploit the novel capabilities of immersive technologies to record user behavior
in unprecedented ways, their computational models will appear capable of predicting almost
any human behavior, with a high degree of accuracy. See Brittan Heller, Watching Androids
Dream of Electric Sheep: Immersive Technology, Biometric Psychography, and the Law, 23
VAND. J. ENTERTAIN. & TECHNOL. LAaw 1 (2020); MARK MCGILL, INST. OF ELECTRICAL &
ELECTRONICS ENG’RS, THE IEEE GLOBAL INITIATIVE ON ETHICS OF EXTENDED REALITY
(XR) REPORT: EXTENDED REALITY (XR) AND THE EROSION OF ANONYMITY AND PRIVACY
(2021), https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=9619999  [https://perma.
cc/HZLA-LZ95].
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Where algorithms previously engaged in relatively low-stakes predictions,
they now claim to predict our employment potential,” our academic
achievement,'!® our criminal propensities,!! our sexual orientation,'?> our
emotions,'3 and our political leanings.'*

Given the amount of data states and firms now possess about
individual voters, it would not be difficult to predict how an individual is
likely to vote in an upcoming election.'> So, why does the voting process
persist? Why not abandon the long queues, the voting booths, the ballot
counts, and simply form a Congress based on predicted votes? Assuming
an equivalent amount of data is available on every voter, predictive voting
could deliver a legislature that is more representative than the current
electoral system, one in which low voter turnout effectively erases millions
of Americans’ preferences.!'® Predictive voting could also reduce the time
and expense associated with in-person voting, freeing up public resources
for other social endeavors.!” Despite these potential advantages, a system
of predictive voting would likely encounter strong public opposition.'®
This Article interrogates the source of such opposition in light of the
normalization of prediction in many other decision-making contexts.
Specifically, this Article compares the unacceptability of vote prediction
with the normalization of recidivism prediction in criminal sentencing.
The purpose of this comparison is to demonstrate that in the context of the
State’s growing preemptive capabilities, autonomy is no longer guaranteed.
Instead, we must confront the uncomfortable truth: some members of
society will experience diminishing control over their own decisions. We
need to be able to explain and justify why this is the case.

9 Pedersen, supra note 3.

10 Smith, supra note 4.

11 Collins, supra note 5.

12 Yilun Wang & Michal Kosinski, Deep Neural Networks Are More Accurate than
Humans at Detecting Sexual Orientation from Facial Images, 114 J. PERSONALITY & Soc.
PsycH. 246, 254 (2018).

13 Yousir KHAIREDDIN & ZHUOFA CHEN, FACIAL EMOTION RECOGNITION: STATE OF THE
ART PERFORMANCE ON FER2013 (2021), http://arxiv.org/abs/2105.03588 [https://perma.cc/
GEC6-RMXV].

14 Michal Kosinski, Facial Recognition Technology Can Expose Political Orientation from
Naturalistic Facial Images, 11 Sci. REp. No. 100, at 1 (2021).
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17 CHARLES STEWART III, MIT ELEcCTION DATA + ScCIENCE LAB, THE COST OF
ConNDUCTING ELEcTIONS (2022), https://electionlab.mit.edu/sites/default/files/2022-05/The
CostofConductingElections-2022.pdf [https://perma.cc/8SA8-32EV].
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The institutional legitimacy of both democracy and criminal
justice relies on respect for personal autonomy.'® A political party has
a legitimate mandate to govern,”® but only if it has been elected by a
majority of autonomously cast votes. Similarly, proof of autonomous
conduct legitimizes criminal punishment.?! The state may legitimately
punish an individual defendant only after it has proven beyond reasonable
doubt that said defendant autonomously committed the crime charged
to them.?? Given that the institutional legitimacy of both democracy and
criminal justice depend on respect for individuals’ autonomous choices,
predicting and preempting those choices is normatively problematic. Yet,
institutional treatment of prediction differs markedly.?* Judges routinely
rely on predictions of future behavior to make decisions about pre-trial
detention and post-conviction incarceration.>* A defendant who scores
poorly on a risk assessment instrument is more likely to be incarcerated
for a longer period of time.? In contrast, the idea of forming a Congress on
the basis of predicted votes would generate significant public backlash.?
What explains these differing approaches to prediction, despite the shared
normative foundation of these two institutions? Why does the state deprive
defendants of liberty based on algorithmic prediction, but decline to use
the same tools to form a democratic legislature?

This Article draws on legal philosophy and democratic theory to
explain our diverging intuitions regarding the prediction of recidivism, and
the prediction of political votes. Parts I and II describe the general relation
between prediction and autonomy, and how computational prediction alters
that relation. Part II describes the legal and normative limits on the pre-
emptive state, including constitutional limits on preventive detention. Part
III parses voter autonomy into its constituent parts: the mental capacity to
identify a party or candidate that aligns with one’s normative commitments
(“deliberative autonomy”), and the physical capacity to communicate
those preferences without coercion, intimidation, or other unwanted
interference (“expressive autonomy”). It explains how historical efforts
to secure free and fair elections focused on protecting voters’ expressive

19 David Enoch, Autonomy as Non-Alienation, Autonomy as Sovereignty, and Politics*, 30
J. PoLit. PHILOS. 143 (2022); Paul H. Robinson, Punishing Dangerousness: Cloaking Preventive
Detention as Criminal Justice Commentary, 114 HARv. L. REv. 1429 (2000).

20 Norbert Paulo & Christoph Bublitz, Pow(d)er to the People? Voter Manipulation,
Legitimacy, and the Relevance of Moral Psychology for Democratic Theory, 12 NEUROETHICS
55, 55-56 (2019); Adam Lovett & Jake Zuehl, The Possibility of Democratic Autonomy, 50
PHiILOS. PUB. AFF. 467, 474-75 (2022).

21 Robinson, supra note 19, at 1449.

22 Id. at 1429.

23 Eaglin, supra note 5, at 61-63.

24 Monahan & Skeem, supra note 6; Collins, supra note 5; Eaglin, supra note 5.

25 Eaglin, supra note 5.

26 Paulo & Bublitz, supra note 20, at 59.
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autonomy; whereas contemporary threats to democracy largely undermine
voters’ deliberative autonomy, for example, through voter microtargeting.

Parts V through XI offer a variety of explanatory theories for our
divergent treatment of voter and defendant autonomy. These include:
a desert-based theory of autonomy, the instrumental value of voter
autonomy, social intolerance for election errors relative to sentencing
errors, voter-defendant power asymmetries, and the stakeholder-specific
utility of prediction-based sentence enhancements. These explanations
are by no means exhaustive, but they suggest that different segments of
society will experience different degrees of autonomy loss, depending on
their power relation with the institution from whom they are demanding
respect for their autonomous choices. Specifically, the segments of society
that are most likely to experience autonomy losses by virtue of preemptive
technologies are those with the lowest social capital. In other words, the
autonomy of the least powerful will be the first to disappear.

I. How DoEs PREDICTION AFFECT PERSONAL AUTONOMY ?

Broadly speaking, autonomy can be defined as the capacity for
self-rule, or the ability to author one’s own life.?’ Internalist accounts of
autonomy focus on psychological freedom and the capacity to engage in
critical reflection and evaluation of first-order desires.?® These accounts
measure autonomy by referencing the integrity of the “inner citadel.”?
In contrast, externalist accounts prioritize the absence of external
constraints on individuals’ abilities to execute their plans, and pursue their
values and interests (for example, the absence of coercion or duress).®
Externalist accounts focus on the socio-relational circumstances that exist
independently of psychological states and provide a socially supportive
environment for self-determination.’!

Respect for personal autonomy, or individuals’ decision-making
capacities, requires non-interference with their autonomous actions.?> But
what makes an action autonomous? Gerald Dworkin and Harry Frankfurt
describe autonomous actions as those that result from individuals
reflectively identifying with their first-order desires or preferences by means
of higher-level (second-order) desires or preferences.’> Tom Beauchamp
argues, however, that such a demanding conception of autonomy would

27 See JosepH Raz, THE MORALITY OF FREEDOM 247 (1988).

28 Marina L. Oshana, Personal Autonomy and Society, 29 J. Soc. PHILOs. 81 (1998).

29 Id. at 85.

30 1d. at 95.

31 Id.

32 Tom L. Beauchamp, Who Deserves Autonomy, and Whose Autonomy Deserves
Respect, in PERSONAL AUTONOMY: NEW ESSAYS ON PERSONAL AUTONOMY AND ITS ROLE IN
CONTEMPORARY MORAL PHILOsOPHY 310 (J. Stacey Taylor ed., 2005).

33 Id. at 317.
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render non-autonomous many of the everyday choices of ordinary people,
due to the absence of reflective identification.’* Instead, Beauchamp
advocates for a less demanding conception of autonomy, in which the
majority of peoples’ choices would qualify for protection, even in the
absence of higher-order reflection, provided that those choices were made
intentionally, with understanding, and without controlling influences.?
Adopting this less demanding conception of personal autonomy, we can
then examine how it is affected by prediction.

A.  How Does Prediction Affect Personal Autonomy?

There are many circumstances in which individual interests are
determined by autonomous choices. For example, if Adam decides to
steal a particularly leafy cabbage from the farmer’s market, Adam may
be arrested for shoplifting and banned from re-entering the market for a
specific period of time. This punitive outcome is partially the result of
Adam’s autonomous decision to steal the cabbage. If, however, Jojo has no
history of cabbage theft, but is, nevertheless, denied entry to the farmer’s
market because there has been a recent uptick in cabbage theft by people
with orange hair, and Jojo has orange hair, this preemptive denial of entry
(based on Jojo’s expected future criminality) will erode Jojo’s personal
autonomy. It does not matter that Jojo has no history of cabbage theft and
has no plans for cabbage theft in the future. Jojo’s individual choices have
no effect on his freedom to shop at the farmer’s market because his choices
were predicted and preempted for him.

When a determination of an individual’s rights and interests is made
based on their predicted future behavior, that individual suffers a loss of
decisional autonomy. When a defendant is preemptively incarcerated for
x additional years (beyond some retributively-defined minimum) because
they are expected to recidivate if released earlier, the defendant is denied
the opportunity to make this choice (to recidivate or not to recidivate)
for themselves. Similarly, Congress formed based on predicted votes
denies voters the opportunity to elect their preferred party or candidate
themselves. Both decisions (to preemptively incarcerate a high-risk
recidivist, and to appoint a candidate based on predicted votes) restrict the
capacity of defendants and voters to make autonomous choices. Arguably,
defendants lose more from recidivism prediction than voters would lose
from vote prediction because votes only have power when jointly cast,
whereas incarceration has severe consequences for individual freedom.3¢

Thomas Hurka explains that the autonomous individual has a
causal impact on the world by determining facts about it—by choosing

34 1d. at319.
35 Id. at 322.
36 T am grateful to Jeremy Waldron for pointing this out.
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a, instead of b, c, or d, so that the agent is not only responsible for a,
but is also responsible for not-b, not-c, and not-d.3” Through the exercise
of their will, therefore, individuals are responsible not only for positive
facts about what the world contains, but also negative facts about what it
does not.3 Just as the possession of knowledge allows individuals to stand
in a certain relation to the world (where their beliefs correspond to the
content of the world), the exercise of agency has the converse effect: the
content of the world comes to match one’s aims, through the exercise of
individual choice.® Thus, the agent’s relation-to-the-world is significantly
enhanced.*® In contrast, non-autonomous individuals are responsible for
fewer facts about the world in which they live, because their choices have
less causal efficacy.*!

Over the long term, prediction has a more insidious and invisible
effect on personal autonomy. As more resources are directed towards
predicting and controlling individual behavior, incentives for adjusting
the structural conditions that shape such behavior may begin to lose their
traditional force.* If the public believes that crime can be prevented by
simply surveilling, policing, and preemptively incarcerating “high-risk”
individuals, there will be little incentive to alter the underlying conditions
that contribute to high-risk behaviors.*> Public investments in education,
housing, and healthcare, for example, would alter baseline conditions
of inequality and the “propensity” of individuals within certain groups
toward specific behavioral outcomes.* However, predictive models would
discourage such investments in favor of discriminatory profiling practices
that instead require the persistence of existing disparities in order to be
effective.®

This persistent focus on individual behavior as the cause of social
problems, like crime, would weaken the imperative to invest in social
infrastructure.* The mythology of “Big Data” would instead reassure an

37 Thomas Hurka, Why Value Autonomy?, 13 Soc. THEORY & PRAC. 361, 366 (1987).

38 Id. at 375.

39 Id. at 371.

40 14,

41 Id. at 366.

42 Ben Green & Salomé Viljoen, Algorithmic Realism: Expanding the Boundaries of Algo-
rithmic Thought, in PROCEEDINGS OF THE 2020 CONFERENCE ON FAIRNESS, ACCOUNTABILITY, AND
TRANSPARENCY 19, 27 (2020), https://dl.acm.org/doi/10.1145/3351095.3372840 [https://perma.cc/
V58A-XXXF].

43 See DAVID GARLAND, THE CULTURE OF CONTROL: CRIME AND SOCIAL ORDER IN
CONTEMPORARY SOCIETY (2001); see generally Litska Strikwerda, Predictive Policing: The
Risks Associated with Risk Assessment, 94(3) PoLICE. J. 422, 422-36 (discussing risk factor
prevention and its role in crime control).

44 See CHARLES TILLY, DURABLE INEQUALITY (1998).

45 See generally KASPER LIPPERT-RASMUSSEN, BORN FREE AND EQUAL?: A PHILOSOPHI-
CAL INQUIRY INTO THE NATURE OF DISCRIMINATION (2013).

46 Green & Viljoen, supra note 42.
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anxious public that the behavior of individual criminals could be predicted
and controlled.*’” As policymakers began to neglect investments in social
infrastructure, persistent socioeconomic disparities would reproduce the
very behaviors that predictive models were designed to prevent.*® Over
time, the reproduction of inequality in algorithmically intermediated
environments would constrain the range of substantive autonomy that is
available to members of underserved communities.*

Naturally, any discussion of the criminogenic features of social
environments begs the question: What does it mean for a defendant
to have autonomy? If individuals who are released after serving
retributively defined minimum sentences are so constrained or
pressured by their environment that they ultimately reoffend (against
their best judgment), would we describe this as an autonomous choice?
Is this the kind of autonomous choice that must be respected by not
extending the sentences of high-risk recidivists? I reserve this difficult
question for future work. For the purposes of this Article, I presume
that defendants and voters are equally capable of making autonomous
choices that deserve respect, despite being vulnerable to influence by
their environments.

B.  How Does Computational Prediction Affect Autonomy?

If the prediction of individual behavior by human decision-
makers already undermines autonomy, how is that relationship altered
by computational prediction? Computational prediction refers to the
processing of large volumes of personal data to identify statistical
correlations between historical engagement in behavior x and the features
of the individuals who engaged in such behavior.”® Computational
prediction is a ubiquitous and often convenient feature of contemporary
life.>! Individuals who receive targeted Instagram ads for their favorite
products, or use Smart Reply suggestions to compose their emails, may
feel that their personal autonomy is enhanced by these time-saving tools.*?
However, for criminal defendants whose liberty hinges on an algorithmic
risk score, computational models exacerbate the autonomy-eroding effects
of recidivism predictions in at least three ways.

47 Philip D. Waggoner, Ryan Kennedy, Hayden Le & Myriam Shiran, Big Data and Trust
in Public Policy Automation, 10 STAT. PoL. PoL’y 115 (2019).

48 See TILLY, supra note 44.

49 Green & Viljoen, supra note 42.

50" ERIC SIEGEL, PREDICTIVE ANALYTICS: THE POWER TO PREDICT WHO WILL CLICK, BUY,
LIE, or DIE 11-12 (2016).

51 Id. at 2.

52 See Daniel Susser, Beate Roessler & Helen Nissenbaum, Technology, Autonomy, and
Manipulation, INTERNET PoL’Y REv. (June 30, 2019), https://policyreview.info/articles/analysis/
technology-autonomy-and-manipulation [https://perma.cc/ZK4B-ZPY?2].
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First, an algorithmic prediction is more likely to skew or dominate
a decision-making process than a non-algorithmic prediction due to
the appearance of statistical objectivity or automation bias.’> A human
decision-maker may be inclined to assign more weight to the algorithmic
prediction than to the possibility that the defendant may disprove it.>*
Second, defendants cannot meaningfully challenge algorithmic predictions
due to a lack of technical knowledge about the algorithm’s construction.>
Third, defendants cannot change the features about themselves that are
used to draw statistical inferences about their likely future behavior.
They cannot control, for example, what race is imputed to them by society,
nor what race is correlated with patterns of criminality.’” Nor should
they feel pressure to change a mutable characteristic about themselves
(for example, their religion) because it is correlated with patterns of
“undesirable” behavior.>

The use of (dubious) statistical information to draw inferences
about an individual’s likely future behavior exacerbates the autonomy-
eroding effects of prediction by denying an individual’s moral agency.”
Algorithmic prediction assumes that an individual’s future behavior can
be reliably inferred from the historical behavior of their statistical peers.®
In other words, whether a defendant reoffends is not their own choice,
but a function of the actions of previous defendants.®! As Daniel Susser
explains, presuming to know how an individual will act in the future,
and preemptively intervening on that basis, suggests either that the state
does not recognize individuals as full moral subjects, or that, despite such
recognition, it sees no harm in instrumentalizing them.5?

Institutional decisions guided by algorithmic predictions of
individual behavior fail to provide the conditions of mutual recognition

53 Kathleen L. Mosier & Linda J. Skitka, Automation Use and Automation Bias, 43 PrRoc.
HuM. FacTors & ERGONOMICS SOC. ANNU. MEETING 344, 348 (1999).

54 Ben Green & Yiling Chen, The Principles and Limits of Algorithm-in-the-Loop Decision
Making, 3 Proc. ACM HuM.-CoMPUT. INTERACT. 50:1 (2019).

55 Francesca Palmiotto, The Black Box on Trial: The Impact of Algorithmic Opacity on
Fair Trial Rights in Criminal Proceedings, in ALGORITHMIC GOVERNANCE AND GOVERNANCE
OF ALGORITHMS: LEGAL AND ETHICAL CHALLENGES 49 (Martin Ebers & Marta Cantero Gamito
eds., 2021), https://doi.org/10.1007/978-3-030-50559-2_3 [https://perma.cc/D26S-SRIC].

56 LIPPERT-RASMUSSEN, supra note 45.

57T Id.

58 Daniel Susser, Predictive Policing and the Ethics of Preemption, in THE ETHICS
OF POLICING: NEW PERSPECTIVES ON LAw ENFORCEMENT 268, 279 (Ben Jones & Eduardo
Mendieta eds., 2021).

59 Id. at 284

60 Id. at 278.

61 Sarah H. Cen & Manish Raghavan, The Right to Be an Exception to a Data-Driven
Rule, MIT CAse Stup. Soc. & ETHICAL REsPs. COMPUTING (2023), https://mit-serc.pubpub.
org/pub/right-to-be-exception/release/2 [https://perma.cc/PKR5-4GJQ].

62 Susser, supra note 58.


https://perma.cc/PKR5-4GJQ
https://mit-serc.pubpub
https://perma.cc/D26S-SRJC
https://doi.org/10.1007/978-3-030-50559-2_3
https://defendants.61
https://peers.60
https://agency.59
https://behavior.58
https://criminality.57
https://behavior.56
https://construction.55

2025] ARTIFICIAL INTELLIGENCE 43

that are necessary for individual autonomy.%® Joel Anderson and Axel
Honneth explain that autonomy, as the capacity to develop and pursue
one’s conception of a worthwhile life, is only attainable under socially
supportive conditions.®* It requires the ability to sustain certain attitudes
towards oneself (self-trust, self-respect, and self-esteem) that cannot be
maintained unilaterally, but require reinforcement from those around us
as part of an “ongoing intersubjective process, in which one’s attitude
toward oneself emerges” through encounters with others.®> Honneth and
Anderson describe these encounters as “relations of recognition,” which
include institutionalized relations of respect for individual autonomy.%
It is only through these relations that individuals come to see themselves
as authors of their own lives.®” Accordingly, when institutions intervene
in individual decision-making based on algorithmic prediction, they
express to individuals not only that they are incompetent to make their
own decisions, but also that they cannot be trusted to live as free and
equal citizens.®

Over the long term, computational prediction also affects personal
autonomy by narrowing the range of decision outcomes that are available
to certain individuals or groups.®® Kathleen Creel explains that when
the same machine learning model (or its derivative, or a different model
trained on the same dataset) is used by multiple decision-makers, an
individual is likely to receive the same decision outcome across multiple
domains (“outcome homogenization”).” Deep learning foundation
models such as BERT, DALL-E, and GPT-4 are frequently adapted for
a variety of downstream uses so that the strengths and weaknesses of the
original model are amplified and propagated across a variety of domains.”!
Foundation models also exhibit emergent properties because system
behavior is implicitly induced rather than explicitly constructed.”” These
properties make it difficult to anticipate, understand, and address their
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unexpected failure modes.”® This makes homogenization risky because all
downstream models will inherit the unexpected flaws of the foundation
model, for example, the arbitrary exclusion of a subset of the population.’

For example, if an individual job applicant is applying to ten different
companies, but each company uses the same automated resume screening
tool (e.g., HireVue), that individual may be eliminated from the hiring
process by all ten companies.” Similarly, if a predictive model performs
well on the majority of welfare recipients but performs poorly on a subset
of them (whom it erroneously classifies as “high-risk™ for welfare fraud),
and the same model is used by multiple welfare agencies, then the same
subset of individuals will continue to be denied welfare.” They will also
be excluded from the training set for future models (because they are not
classified as welfare recipients), meaning that future models will also
recommend denying them public benefits.”

When many decision-makers rely on the same computational models
(“algorithmic monoculture”), such reliance can lead to consistent ill-
treatment of individuals by homogenizing the decision outcomes they
receive.”® Over the long term, as the same algorithmic tools are used across
multiple domains, algorithmic monoculture can lead to the systematic
exclusion of certain individuals or groups from specific opportunities,
or a reduction in their range of substantive autonomy.” Kleinberg and
Raghavan explain that algorithmic monoculture reduces the heterogeneity
of decision outcomes and diminishes the overall quality of decision-
making by allowing valuable options to “slip through the cracks.”s°

Sarah Cen claims that the only way to break these feedback loops
is by affording decision subjects the right to be an exception in data-
driven decision-making.®! This places an obligation on the decision-
maker, when relying on computational prediction, to consider the harm
associated with the relevant decision, the degree to which the prediction
has been individualized,®* and the degree of uncertainty surrounding the
prediction; that is, the possibility that this individual may be an outlier.®3
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Computational models that display near-perfect performance on average
can, nevertheless, produce predictions that perform poorly on specific
individuals.?* For example, poor performance could be the result of
sampling bias, low model expressiveness, distribution shift, computational
irreducibility, or partial observability.® Cen argues that if a particular
decision (for example, preventive incarceration) is associated with a
significant risk of harm to the decision-subject, then the decision-maker
faces a greater obligation to consider the possibility that this individual
may be an outlier and disprove the prediction.® Instead of assuming that
predictive computational models are suitable for every context in which
they are applied, the decision-maker must consider whether the level of
certainty surrounding the prediction is high enough to justify a decision
that inflicts harm upon the decision-subject.’’

Some readers will wonder whether the preservation of autonomy
requires society toabandon the use of prediction in high-stakes environments
altogether, regardless of whether the prediction is carried out by humans or
by machines. Strict retributivists (who view the purpose of incarceration
as punitive, not incapacitative) would eliminate the use of prediction in
post-conviction sentencing.®® And even those who view crime prevention
as a legitimate objective of sentencing, acknowledge that there are less
restrictive means of preventing future crime than extending the sentence of
a “high-risk” recidivist.®” That discussion, while important, is not the focus
of this Article. Instead, this Article argues that computational prediction is
increasing the range and frequency of ex anfe intervention and forcing a
critical examination of our normative commitments to autonomy.

C. How Does Computational Prediction Affect Collective Autonomy?

The previous Parts described how predictions of future behavior,
whether made by a human or by a machine, affect individual autonomy.
However, when prediction occurs on a large scale, it also affects collective
autonomy or the ability of a group of people to make informed choices
about their collective welfare.”® For example, when “high-risk” recidivists
are preemptively incarcerated for an additional x years (after serving a
retributively-defined minimum sentence) because they are expected
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to recidivate upon release, society experiences a loss of information
associated with autonomous re-entry. What might the defendant have done
if released x years earlier, when their family and community ties were
stronger? Would they have found gainful employment and successfully
re-entered society? What choices would they have made if given the
opportunity to make those choices for themselves? And how would those
choices have informed the distribution of resources for re-entry programs?

Similarly, if the preferences of voters are predicted for them, political
parties and candidates miss out on the information that is ordinarily
communicated through autonomous votes, such as voter satisfaction
with an incumbent candidate’s record in office or endorsement of
their opponent’s policy platform.”! The information that is ordinarily
communicated through autonomous choices—and which society relies
upon to make decisions about the future—is lost when those choices are
replaced by computational prediction.®? In turn, this information deficit
undermines society’s capacity to make informed decisions about collective
welfare.”®> Accordingly, prediction affects not only the individual, but also
society at large in terms of lost information expressed through autonomous
decision-making.

D. Is Computational Prediction Lowering Barriers to Ex Ante
Intervention?

By lowering the costs of prediction, computational models are
reshaping social tolerance for ex ante intervention.”* In other words, as
predictive models become cheaper, more accurate, and more ubiquitous,®
they may facilitate a greater number of interventionist approaches to social
problems.*® As Herbert Packer explains, “[T]he more confidently we can
predict behavior and the more subtly we can control it, the more powerful
will be the temptation to relax the constraints that inhibit us at present
from aggressively intervening in the lives of individuals.”®’

Harry Surden would describe this as a loss of latent structural
constraints;*® in a pre-digital world, it was difficult and costly to predict
human behavior using physical documents and paper trails, so these costs
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functioned as a constraint on prediction.”” Today, however, it is cheap
and easy to predict human behavior using digital surveillance, data-
sharing agreements, and the processing power of large computational
models.!® Accordingly, personal autonomy is no longer protected by the
costs of prediction, which have been lowered by the emergence of new
technologies.!?! The vulnerability of individual interests to the removal of
latent structural constraints by exogenous factors is well-documented in the
privacy context, where new technologies have lowered the costs associated
with privacy-violating behaviors, and thus, removed the constraints that
previously inhibited them.!%> For example, in a pre-digital world, searching
for private information about an individual often meant combing through
physical files stored in a remote and secure location.!> These physical
barriers acted as structural constraints to information flow and helped
secure individual privacy. Today, digital technologies have dramatically
lowered the costs associated with privacy-violating behaviors, with the
result that laws and other forms of regulation must play a larger role in
securing individual privacy.!%

Actors involved in crime prevention were some of the earliest adopters
of predictive technologies, given the strong public interest in community
safety.!% Police departments around the world have eagerly embraced
data-driven technologies that facilitate predictive policing by directing
investigational resources to expected crime hotspots.'% In addition to
place-based prediction, some police departments also use person-based
prediction in order to target individuals likely to be connected to gang-
related offenses, recruited into crime,'”’” or involved in gun violence
(e.g., the Chicago Police Department’s Strategic Subject List).!® Bonnie
Sheehey argues that predictive policing exhibits a paranoid form of
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governmentality,'” in which individuals cannot be trusted to obey the law
as rational moral agents, but instead must be preemptively restrained like
“beasts in a circus.”!0

Once an individual has been arrested, computational prediction
continues to be used at almost every decision node in the criminal justice
system. At the pre-trial detention stage, it is used to predict whether a
person is a flight risk or a danger to the community.!"' At the post-
conviction sentencing stage, it is used to predict whether a person is likely
to recidivate.''> And at the parole supervision stage, it is used to predict how
much supervision a parolee will require.'!® Prediction-based preemption
is also a common feature of counter-terrorism measures, including the
“No Fly List”, preventive detention orders that permit detention without
charge or trial, and control orders that permit the house arrest of people
considered to be a terrorist risk.''* Margaret Hu describes the No Fly List
and similar screening tools as “digital blacklists” which prevent individuals
from engaging in specific activities on the basis of statistical inferences of
guilt.!> An individual may be blacklisted from boarding a plane, voting in
an election, or working for a specific employer on the basis of irregular or
“suspicious” data with very little recourse for overturning this presumption
of guilt by rectifying erroneous data records.!!®

Ian Kerr argues that predictive technologies are facilitating a
“fundamental jurisprudential shift from our current ex post facto
systems of penalties and punishments to ex ante preventative measures,”
legitimated by a philosophy of preemption.!'” Although the majority of
such preemptive measures are currently concentrated in the field of crime
prevention, increasing interest in preemptive prediction may eventually
justify new forms of social control.''® Outside of terrorism and crime
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prevention, computational prediction is already used to purge possible
non-citizens from voter registration rolls and investigate individuals that
are expected to commit welfare fraud,'!”® or to neglect their children.!?°

Daniel Susser agrees that automated decision systems (and decision
aids) are recalibrating the temporality of decision-making processes
with significant normative consequences.'?! As predictive algorithms
normalize ex ante intervention, individuals are afforded less time to make
decisions for themselves before the state preemptively intervenes.!?? This
reallocation of time, from the individual to the state, alters the balance of
power between them.!?* Furthermore, as the benefits of temporality are
unequally distributed, the individuals who retain decisional autonomy,
whose decisions are not the target of prediction, will reflect higher-order
judgments about their social status and their political value.!?*

It is already apparent that the distribution of predictive technologies
reflects existing power structures and that the targets of prediction tend
to wield less collective power than the individuals that retain decisional
autonomy.!» In contemporary workplaces, for example, employees
may be subject to preemptive measures based on “suspicious” activities
detected by surveillance technologies.'?® In 2020, several Uber drivers
were automatically fired after the company’s algorithm flagged their
accounts for “irregular” and presumptively fraudulent activity.'?” Some
employers give individual workers an algorithmic “risk score,” based on
“how likely they are to leak data or steal company secrets”.!?8 Al software
Veriato examines the text of workers’ emails and chat conversations
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to identify certain sentiments, or changes in sentiment, that suggest
disgruntlement and the need for preemptive action.'?® Employers may use
emotion-recognition technology to “read” employees’ faces and to flag
for intervention those workers that exceed the recommended markers for
negative emotions. '3

Sun-Ha Hong explains that this disparity between the predictor and
the predicted “reprises over a century of [labor] struggle” in which the
extraction of discretion has facilitated the extraction of labor power.!3! The
decision to surveil, predict, and preempt the behavior of workers frames
them as targets of suspicion and as potential thieves of corporate property
or wages via low productivity.'3> Employee surveillance reinforces
existing asymmetries of power by reallocating discretion from the target
of prediction (the employee) to the client of prediction (the employer).!3?
In this way, computational prediction is less about gaining an “objective
foothold on future outcomes”, and more about reallocating discretion away
from those who should not have it (because they are “dangerous”) to those
who “deserve” to have discretion.'3* A similar discrepancy is observable
in criminal datasets; there is a wealth of information about Black crime
that is used to justify predictive policing in Black neighborhoods, but very
little data about police brutality and misconduct in Black communities.!3
Existing asymmetries of power shape what data is collected and who
becomes the subject of measurement, and thus, the target of prediction.!3¢

Like employees, debtors also experience disproportionate levels of
prediction-based preemption. Technologies such as Deepscore predict
the “trustworthiness” of individual debtors from their facial and vocal
features, and thus their eligibility for specific loans.!’” Debtors who
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receive subprime auto loans may have their vehicles remotely disabled by
creditors (using starter interrupt devices) if they miss a single repayment,
despite the fact that repossession laws “typically prevent lenders from
seizing cars until the borrowers are in default.”!3® Lenders can also use
GPS tracking software to create geo-fences that alert them if debtors are
engaging in “unusual” activity (for example, no longer traveling to their
regular place of work) that might indicate a reduced capacity for loan
repayment.'

Debtors, employees, defendants, and racial minorities represent
only a handful of the communities that are already experiencing the
autonomy-eroding effects of computational prediction. As predictive
models become cheaper, more accurate, and more ubiquitous, we
can expect prediction-based preemption to threaten the autonomy of
many more individuals.'*® But who will they be, and what normative
or empirical claims will be used to justify their lost autonomy? This
Article compares voter and defendant autonomy to understand
why computational prediction is prevalent in one context (criminal
sentencing) and not the other (political elections). Understanding why
voter autonomy is treated differently from defendant autonomy will help
us to understand the unspoken hierarchy of autonomy interests that is
revealed by the emergence of predictive technologies.

II. RESPECT FOR AUTONOMY AND INSTITUTIONAL LEGITIMACY

Democracy and criminal law are two institutions whose legitimacy
depends on respect for individual autonomy. A political party has a
legitimate mandate to govern only if it has been elected by a majority
of democratic voters whose votes were autonomously cast.'*! Similarly,
criminal punishments are considered a legitimate use of state authority
if they are contingent on proof of autonomous conduct.!#? The state may
legitimately punish defendants only after it has proven that the defendant
autonomously committed the crime for which they are being punished.!*3
Given that the institutional legitimacy of both democracy and criminal
law depend on respect for the autonomous choices made by individuals,
predicting and preempting those choices is normatively problematic, as
the following paragraphs explain.
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A. Autonomous Voting

Why does the legitimacy of democratic government depend on
voter autonomy? Norbert Paulo and Christoph Bublitz explain that the
conferral of legitimacy upon an elected government is a one-directional
relation of correspondence, in which the will of the people is reflected in
the outcome of the electoral process and in the composition of the elected
government.'** The elected government possesses a legitimate mandate
to govern only when the will of the people has been freely formed and
expressed without coercion, manipulation, deception, or other unwanted
interference.'* Paulo and Bublitz offer an input-theory of democratic
legitimacy, meaning that the source of authority to govern is the
inputs, or political preferences, of free voters.!#6 If the government has
manipulated the will of the people by unduly influencing voter behavior,
then it does not possess a legitimate mandate to govern, because it does
not truly possess the consent of the governed.!#’ It has simply elected
itself. The will of the people cannot confer legitimacy if that will is not
freely formed.!48

Ideally, the will of the people should be formed through deliberative
public discourse between free and equal citizens, collectively reasoning
about the common good, under ideal speech conditions characterized by
equality, respect, and mutual understanding.'* In this context, voters’
preferences would be transformed only by the force of the better argument. !>
The underlying assumption of deliberative democratic theory is that the
initial, self-regarding preferences of individual voters will eventually
be replaced by rational conceptions of the common good through collective
public discourse.’3! Naturally, these discursive conditions are difficult to
attain; the current political environment, for example, is characterized by
stark inequalities of influence.!>> Furthermore, even when these discursive
conditions are attainable, the transformative power of rational
discourse remains an open question.'’3 Nevertheless, the ideals of
deliberative democracy serve as useful regulative goalposts.
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In contrast, an output-theory of democratic legitimacy would argue
that even if the elected government reflects the will of the people through
free and fair elections, if the government fails to achieve the outputs
required by most reasonable moral theories (for example, the mitigation
of inequality, or the protection of minority rights), then this system of
government lacks legitimacy.!>* However, if the majority of self-interested
voters do not perceive inequality reduction as a worthwhile political
goal, how can their preferences be altered? Output theories of democratic
legitimation recognize the tension between the pursuit of desirable social
goals and the consequences for democratic input legitimation of preference
engineering.'>> The merits of output-theory lie beyond the scope of this
Article; for our purposes, we will focus on democratic input legitimation
and how this might be affected by a system of predictive voting.

Consistent with Paulo and Bublitz, Adam Lovett and Jake Zuehl argue
that the value of democracy cannot be measured simply by its outputs.'>¢ In
other words, democracy is not valuable simply because it is associated with
better outcomes for governed populations than other governance models.!>’
Rather, democracy has significant intrinsic as well as instrumental value.!8
Lovett and Zuehl locate this value in voter autonomy—in the sense of
ownership that voters feel over political outcomes when they are jointly
responsible for bringing them about."> This sense of joint authorship of a
common political life is valuable in the same way that it is valuable to be
the author of one’s own life.!®* And this sense of ownership over political
outcomes would be absent in a system of benevolent dictatorship, even
if that system produced the same positive social outcomes as a system of
democratic governance.'¢! These philosophers convincingly show that a
democratic system of government is legitimated by the autonomous votes
of its constituents.

B. Autonomous Crime

What does it mean for a system of criminal justice to respect
individual autonomy? Respect for individual autonomy distinguishes the
moral legitimacy of post-punishment (punishment after a crime has been
committed) from the illegitimacy of pre-punishment (punishment before a
crime has been committed).!*> Some scholars argue that post-punishment

154 Id. at 59.

155 See id. at 59, 67.
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54 CORNELL JOURNAL OF LAW AND PUBLIC PoLiCcY [Vol. 34:33

and pre-punishment are epistemically indistinguishable.'®* From an
epistemic standpoint, we may be just as certain that X committed Y in the
past, as we are certain that A will commit B in the future.!®* If the level of
certainty that justifies criminal sanctions (proof beyond reasonable doubt)
could also be established with respect to future conduct (“it is beyond
reasonable doubt that A will commit B in the future”), why not punish
this conduct in advance? Saul Smilansky argues that pre-punishment is
distinguished from post-punishment precisely by the occurrence of the
offence.!®> Once X has committed Y, that action cannot be reversed, but
before A commits B, there remains a “window of moral opportunity” for A
to change their mind and refrain from committing the offence.! To close
that window of opportunity preemptively, before A has made their choice,
is to deny A’s capacity for moral autonomy and to treat A like an object of
control.!®7

The legitimacy of criminal law stems from its treatment of
individuals as autonomous moral agents.!® If the prevention of future
crime was the sole objective of criminal law, there would be little reason
to wait until a crime had been committed before intervening; it would
be more efficient to screen a population for factors predictive of crime
and to preemptively detain “dangerous” individuals.!®® Such single-
minded pursuit of crime prevention, however, would never receive
popular support due to the presumption of innocence.!’® The preemptive
incarceration of “high-risk” but innocent individuals would “defeat the
ultimate goal of law in a free society, which is to liberate rather than to
restrain.”!”!

Preventive detention is morally problematic for a variety of reasons.
First, despite advances in computational prediction, we are still generally
unable to predict the future with complete accuracy.!”” Humility about
our predictive abilities should make us wary of preventive detention,
especially where community concerns about safety can be addressed using
less restrictive means.'” Secondly, because the errors associated with
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erroneous release tend to be more visible than the errors associated with
erroneous detention, decision-makers are likely to err on the side of custody
rather than liberty, and this increases the risk that innocent people will
be unfairly detained.!”* Thirdly, preventive detention denies individuals’
moral capacity to choose for themselves to obey the law. Respect for
autonomy demands that we refrain from intervening until individuals
engage in unlawful conduct, rather than preemptively punishing their
thoughts, intentions, or propensities.!” This requires a strong presumption
that society manages the threat posed by dangerous individuals through
criminal prosecution, rather than preventive detention.!7®

III. THE LEGAL LIMITS OF THE PREEMPTIVE STATE

Just as surveillance technologies exposed the limits of privacy law,!'”’
predictive technologies will test the limits of institutional commitments to
autonomy. The volume of data gathered on individual citizens, combined
with the processing power of computational models, dramatically increases
the range of human behaviors that can be predicted, and thus, preempted.
In the absence of epistemic constraints on prediction, what legal and
normative constraints remain? This Part examines the legal constraints on
preemptive state action.

A.  The Insatiable Demand for Security

The preventive apprehension of “potentially dangerous” individuals
has along and sordid history. In the early twentieth century, law enforcement
authorities used vagrancy and loitering laws to preemptively remove
“unsavory” characters from public places, until those laws were struck
down by courts.!”® Eric Janus explains that preventive measures of this kind
did not trigger widespread alarm about the erosion of civil liberties because
they targeted a narrow group of “outsiders” with whom the general public
did not identify.!” Initially, those outsiders were defined by race, gender,
sexual orientation, disability, and poverty; over time, this outsider status
was increasingly defined by “risk.”!® The notion of “risk” as something
measurable, calculable, and objectively ascertainable replaced previously
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overt and problematic identifiers of outsider status, such as race.'®! But
using “risk” as a marker of otherness is not without its problems. Basing
outsider status on “risk’ (and ceding control of its measurement to a limited
few) significantly expands the range of individuals that will be the target
of not only preventive detention, but also of systemic surveillance.!'3?> The
civil commitment of the mentally ill, for example, is limited only by the
judicial definition of “mental disorder” as “serious difficulty in controlling
behavior.”’!83 Given the number of addictive and compulsive behaviors in
which large segments of the population frequently engage (e.g., smoking,
gambling, drinking, drug use),'# this definition provides only a limited
guardrail against the deprivation of liberty.

Although the scientific concept of “risk” initially appeared to
remove the taint of racism, homophobia, and other forms of prejudice
that characterized outsider jurisprudence, it is now well understood
that the concept of “risk” merely cloaks normative practices with a
neutral and objective veneer.!®> For example, specific preconceptions of
“dangerousness” continue to inform what patterns of behavior and what
categories of individuals are the subject of surveillance, measurement,
and prediction.'® More importantly, the transition from “guilt” to
“risk” as a sufficient justification for liberty deprivation threatens
the traditional balance between liberty and security offered by the
state.'®” The avoidance of risk is used to justify widespread government
surveillance and intervention to prevent all possible future crimes by
casting a sufficiently broad net.!®® Unlike the punishment of past crime,
the avoidance of future crime has no temporal limits; it is as limitless
as the future is infinite. As Janus explains, the capacity to measure
risk creates powerful political pressure to control it.'¥° Accordingly,
politicians feel compelled to adopt a “zero-tolerance” approach to
crime, by expanding “preventive control to cover all degrees of risk,
broadening the populations being assessed, and . . . lowering . . . the
risk threshold for intervention.”!® What this produces, ultimately, is an
“insatiable” demand for security.!?!

—
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B. Preventive Detention

Preemptive state action has been normalized most frequently around
preventive detention.'”> Although the state primarily uses criminal
prosecution and punishment to manage threats to public safety, the state
has certain powers to preventatively detain “dangerous” individuals when
criminal prosecution is unable to address a serious threat.!'”3 These include
the power to preventively detain: (a) an individual who is awaiting trial for a
criminal or immigration offence and presents either a flight risk or a danger
to the community; (b) a material witness to a grand jury investigation or
criminal trial who presents a flight risk if they are served with a subpoena;
(c) a convicted sex offender who cannot control their behavior and is
likely to recidivate; (d) an individual with a mental illness who cannot
control their behavior and poses a risk to themselves or to others; and
(e) a convicted criminal whose sentence extends beyond a retributively-
defined minimum because they are likely to recidivate.!** In each of these
cases, the state’s preventive-detention authority is constrained by a few
important limits: (a) the detainee must have been charged with a criminal
or immigration offence (except where the individual is a material witness
or has a mental disorder); (b) the detention is temporally limited; and (c)
there must be individualized proof that the particular individual presents a
flight risk or a danger to the community.'*

In general, three constitutional limits constrain the state’s preventive
detention authority: the Due Process Clause (found in both the Fifth and
Fourteenth Amendments), the Fourth Amendment, and the Suspension
Clause.'”® The Due Process Clause only permits government detention
(outside of criminal punishment) in narrowly-defined circumstances:
where the purpose and character of the detention is non-punitive, the
detention is temporally limited, and the justification for the detention is
particularized to the individual (usually probable cause of historical or
future wrongdoing).'”” Pre-trial detention, for example, is constitutionally
permissible because it serves the non-punitive purpose of protecting the
community from an individual who has been shown, through particularized
proof, to present either a flight risk or a danger to the community.'*® For
this reason, pre-trial detention is not considered excessive in light of that
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193 1d. at 697.

194 1d. at 700.

195 David Cole, Out of the Shadows: Preventive Detention, Suspected Terrorists, and War,
97 CALIF. LAW REV. 693 (2009).

196 Id. at 707.

197 1d. at 708.

198 Id. at 707; see United States v. Salerno, 481 U.S. 739 (1987) (holding that pretrial
detention based on future danger was permissible).



58 CORNELL JOURNAL OF LAW AND PUBLIC PoLiCcY [Vol. 34:33

legitimate purpose.!® The Fourth Amendment requires all seizures to be
“reasonable,” or to show probable cause that the individual committed a
criminal offense, except where the seizure serves “special needs” outside
of ordinary law enforcement.?®® The Suspension Clause enables detainees
to seek judicial review of the legality of their detention, except during
“times of Rebellion or Invasion,” when Congress may suspend the writ of
habeas corpus.2"!

In 1998, Carol Steiker raised the possibility that future “technology
will enhance the state’s ability to collect data about its citizens and to
conduct surveillance of them in both real and virtual space,” producing
almost unlimited capacity for preemptive state action.?> Steiker argued
that there are relatively few legal constraints on the preventive state,
compared to the constitutional limits on the punitive state.?* Given law
enforcement’s monopoly on the legitimate use of force, the drafters of
the Constitution were understandably concerned with limiting the state’s
punitive power; for example, through the Eighth Amendment’s proscription
of “cruel and unusual punishment,” and the Fourth Amendment’s
proscription of “unreasonable” searches and seizures.?** In contrast, many
preventive measures escape constitutional scrutiny if they are considered
“non-punitive.”?%

Steiker argues that this binary distinction between “punitive” and
“non-punitive” state action overlooks the functionally punitive effects of
many preventive measures, such as the involuntary civil commitment of
the mentally ill.29° Given the “distressing lack of clarity” about the degree
of impairment necessary to permit the indefinite detention of the mentally
ill, Steiker argues that there are very few safeguards against the preventive
incarceration of an expansively defined group of “dangerous” individuals
once courts are convinced that the commitment is non-punitive.?’’

For example, “mental abnormality” could broadly include individuals
who suffer from alcoholism or drug abuse.?’® In the area of search and
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seizure, for example, there is an expansive borderland between “criminal
law enforcement” (which is subject to traditional Fourth Amendment
constraints) and the “special needs” of the regulatory state (which are
constrained only by legitimate public interests).?*” These vaguely worded
safeguards have not constrained the warrantless stops of motorists or the
suspicionless drug testing of certain employees.?!? Steiker argues that
preventive state actions, such as the civil commitment of the mentally ill
and suspicionless searches and seizures, should be subject to the same
limits that would ordinarily apply to punitive measures.?!!

LuciaZedner agrees that civil preventive measures operate in a shadow
system of preventive justice that stands outside the ordinary protections of
criminal law.?!'> Civil control orders for suspected terrorists, for example,
impose severe deprivations of liberty in anticipation of wrongdoing, with
no need for law enforcement to present the evidence against a particular
individual or to allow them to contest it.?!* These ostensibly “non-punitive”
control orders may impose indefinite restrictions upon individual liberty,
rendering them effectively penal in character.?'* For this reason, Zedner
argues, they should be subject to the ordinary constraints on punishment.?!3

David Cole agrees that bypassing the criminal process to prevent acts
of terrorism (for example, by preventively detaining “suspected terrorists™)
sets a dangerous precedent.”'® Normalizing the preventive detention of
categories of criminal offenders without charge or conviction upsets the
delicate balance between liberty and security.?!” If “suspected terrorists”
deserve preventive detention, why not suspected serial killers or suspected
rapists??!8 Cole advocates for maintaining a strong presumption in favor of
criminal prosecution and punishment as the primary means of managing
the threat posed by dangerous individuals rather than preemptive state
intervention.?’? According to Cole, preventive detention should not be
permitted without strong proof that “criminal prosecution is inadequate
to address a compelling need to protect the community from danger.”>2
The risk of “mission creep” is too strong, especially given the predictive
technologies with which the state is now armed.??! One of the few remaining
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210 See id. at 799-801.

211 Steiker, supra note 7, at 806-07.

212 Lucia Zedner, Preventive Justice or Pre-Punishment? The Case of Control Orders, 60
CURR. LEG. PrROBL. 174 (2007).

213 See id. at 194.

214 1d. at 193.

215 Id. at 192.

216 Cole, supra note 195.

217 See id. at 749.

218 Id. at 728.

219 Jd.at 696-97.

220 Jd.at 747.

221 Id. at 749.



60 CORNELL JOURNAL OF LAW AND PUBLIC PoLiCcY [Vol. 34:33

checks on preventive detention is that it is still regarded as exceptional
within American legal culture.??> The presumption of innocence, liberty,
and autonomy must continue to reinforce the exceptional nature of
preventive intervention.

Concerns raised by legal scholars about the implications of the state’s
unfettered power to preemptively detain “dangerous” individuals are
not far-fetched. In the United Kingdom, civil control orders for terrorist
suspects provided the model for Serious Crime Prevention Orders (SCPO),
which are used to restrict the movements and activities of suspected drug
traffickers, among others, to prevent future crimes from occurring.?>* Far
more people could be targeted by preventive orders in the future. The
jurisprudence of prevention challenges the “dominant post hoc orientation
of prosecution and punishment”??* by reframing “security” as protection
from the threat posed by dangerous others rather than the long arm of the
state.??

David Cole argues that the U.S. government “already has substantial
preventive-detention authority and has shown its ability and willingness to
use it.”??¢ Section 412 of the USA PATRIOT Act authorizes the Attorney
General to detain “terrorist suspects” without a hearing and without proof
that they pose a danger or a flight risk.??” Section 18 U.S.C. § 2339B
permits the prosecution and conviction of individuals who have never
engaged in or aided terrorist activity but have provided “material support”
to “terrorist organizations,” broadly defined.??® It effectively authorizes the
preventive detention of individuals who have associated with undesirable
organizations without proof that they have engaged in any unlawful
activity.”” The material witness law, which permits detention without
probable cause of criminal activity, also represents a tempting tool for law
enforcement authorities to detain a suspected individual for whom they
cannot establish probable cause.?3"

Improvements in predictive technology legitimize the preventive state
by giving the impression that the specific “risk posed by a given individual
(both in terms of the gravity of the expected harm and the likelihood of it
occurring)” can be accurately calculated and acted upon.?*!

Accordingly, Zedner questions whether the shift towards preemptive
state action is truly motivated by improvements in the “scientific”
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assessment of risk or by the desire to minimize the political fallout from
the occurrence of specific events.?®? Regardless of motive, improvements
in the scale and accuracy of computational prediction are likely to strain
the legal limits of preventive detention. The weakness of these limits
reinforces the importance of our normative commitment to autonomy.

C. Predictive Voting

In contrast to crime prevention, there are no constitutional limits on
preemptive state action in the context of democratic elections. In other
words, there is nothing to stop an incumbent government from installing
a system of predictive voting and forming a Congress based on predicted
votes.??* In fact, computational prediction already influences voting
outcomes today through election polls and voter microtargeting.?** Voter
microtargeting involves using personal data to tailor political messages to
individual voters based on their inferred political preferences and cognitive
vulnerabilities.?®> This form of covert influence affects a voter’s ability
to identify a political candidate whose policies align with their personal
values and commitments.?3¢

Two elements are essential to voter autonomy: (1) the mental capacity
to reflect upon the available options and to identify the party or candidate
that is most aligned with one’s political interests, priorities, and values
(“deliberative autonomy”); and (2) the physical capacity to express this
preference by casting a ballot, either in-person or through mail-in voting
(“expressive autonomy”). Accordingly, voters enjoy autonomy only if
they can freely develop and express their political preferences without
coercion, manipulation, deception, or any other unwanted interference.
This conception of voter autonomy aligns most closely with philosophical
conceptions of personal autonomy as the ability to author one’s own life, or
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in this case, to collectively author a common political life.?3” This requires,
at minimum, certain cognitive abilities (e.g., minimum rationality, the
ability to absorb information and to form intentions), an adequate range
of valuable options to choose from, and independence (i.e., freedom from
coercive interference).238

Beginning in the late nineteenth century, efforts to secure free and
fair elections were focused on protecting expressive autonomy: the ability
to cast a ballot freely, without pressure or intimidation from a particular
party or candidate.”® The secret ballot was introduced to protect voters
from the bribery and intimidation that had characterized public voting in
antebellum America.?** Today, proponents of democracy are increasingly
concerned with threats to deliberative autonomy.?*! Political candidates
can target and tailor their messages to specific categories of voters based
on sophisticated combinatorial analysis of their demographic, behavioral,
and psychological characteristics.?*> For example, the form, content, and
timing of a political message can be altered to persuade specific types
of voters based on psychological traits like openness, extroversion, or
neuroticism.?*3 This allows political candidates to increase the impact of
their messaging by exploiting voters’ cognitive vulnerabilities.?** At the
same time, voters are unlikely to be exposed to countervailing perspectives,
because their information environment is designed to reinforce their
previously expressed or inferred preferences.*

The replacement of a single political message for a mass audience
(“broadcasting”) with thousands of personalized messages for individual
voters (“narrowcasting”) limits the electorate’s capacity for collective
debate.?#® It is difficult to facilitate public dialogue about a shared
political reality when individual members of the same household may be
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receiving contradictory messages from the same political candidate.?*’
Increasingly individualized candidate-voter interactions also make it
difficult for media outlets to fact-check microtargeted messages.>*?
Narrowcasting creates an information asymmetry in which the candidate
has intimate information about voters, but voters know very little about
the candidate’s true policy positions.?*® This distortion, isolation, and
individualization of political information undermines the capacity
of voters to develop political preferences that reflect their objective
interests.>"

Morris Lipson argues that voter autonomy is a function of the
information that voters receive; to exercise it, citizens must receive all
information that could either change or confirm their convictions after
critically reviewing those convictions in light of the new information they
have received.>>! When citizens do not receive all the information that
is relevant to their decision, they are unable to fully express themselves
through their vote, because it is based on fewer of their interests, values,
and commitments than it could have been.?? In other words, the greater
the amount of relevant information over which a citizen has deliberated,
the more they are able to express themselves through their vote, and the
more autonomous their choice is.?>

Although voters are always subject to influence, such influence rises
to the level of manipulation when voters are unable to recognize and reflect
on those influences in their decision-making processes.?>* Several scholars
have described voter microtargeting as a form of manipulation because it
covertly directs voters to act for reasons they do not recognize, towards ends
they have not chosen, by exploiting their cognitive vulnerabilities.?>> The
dynamic choice architectures of digital platforms adapt and optimize user
interactions in real time to reflect new user information obtained through
digital surveillance.?* Maximizing deliberative autonomy does not require
complete insulation from external influence, but it does require awareness
of, and protection from, certain forms of subconscious manipulation that
interfere with voters’ control of their reasoning process.>’
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The data profiling practices that facilitate voter microtargeting today
are the same practices that would be used to predict an individual’s vote in a
hypothetical system of predictive voting, in which political representatives
are chosen by algorithmically predicted votes. Accordingly, the current
electoral system is not so different from a system of predictive voting, at
least with respect to its treatment of deliberative autonomy. The primary
difference, then, between these two systems, is their treatment of voters’
expressive autonomy. The current electoral system prioritizes the ability
of voters to cast their ballots on election day, without intimidation or
coercion by a particular party or candidate.?®® In contrast, a system of
predictive voting would eliminate voters’ expressive autonomy because
all votes would be predicted by a computational model. If the key factor
differentiating the current electoral system from a hypothetical system
of predictive voting is its treatment of expressive autonomy, does this
represent a meaningful distinction? Does a voter’s expressive autonomy
still have value in the absence of deliberative autonomy? Is it still important
for voters to express their political preferences if those preferences have
effectively been constructed for them through voter microtargeting?>%

The answer to these questions depends on how much we demand
from the concept of deliberative autonomy. In an ideal world, every voter
would have ample opportunity to consult and compare the policy agendas
of competing parties and candidates. They would then spend a meaningful
amount of time considering which party or candidate would be most likely
to serve their needs and interests. However, only a minority of voters enjoy
the luxury of such temporal opportunities.?® Many individuals do not have
time to meaningfully consider and compare policy agendas and campaign
platforms.?! In fact, the United States does not impose any external or
internal conditions for deliberative autonomy, apart from age.?¢?> Voters
do not need to have achieved a certain level of education, proficiency in
English, nor some minimum level of exposure to political messaging to
cast their ballots.?® Very few demands are made of the “autonomous”
votes that legitimate state power.

John Christman explains that although liberalism justifies political
power when supported by autonomous citizens, the requirements of
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autonomy ““are too stringent to be met by the majority of citizens bound
by political institutions.”?% Christman argues that for political institutions
to be “legitimate,” citizens living under them must achieve “a level of
self-knowledge and reflective self-endorsement that most fail to meet.”2%
Only a small fraction of the self is available to conscious reflection,
meaning that an individual’s internal view of their motivational matrix
may be incomplete and occasionally inaccurate.?® Christman argues,
however, that it is nevertheless important to treat ordinary citizens as the
“fundamental representatives of their own values and commitments.”2¢7
Failures of epistemic access to self-knowledge should not be fatal because
the “reasons for granting self-representational authority in collective
decisions are personal rather than epistemic.”?*® As long as individuals
exhibit some minimal cognitive competence and self-endorsement via non-
alienation or non-repudiation of their motives, they should be considered
sufficiently autonomous to endorse political institutions.?®® In other words,
even if individuals are mistaken about what truly motivates them, and what
is in their best interests, they always get to speak for themselves on such
matters.>”°

David Enoch agrees that a voter’s choice should be taken as
conclusive evidence of their commitments and should not be questioned
or interrogated.?’! This is the case even if a voter is clearly voting against
their objective interests because in the political context, the form of
autonomy that matters most is “sovereignty” in the sense of having the
last word on a particular decision.?’> Respecting a voter’s sovereign choice
and treating it as representativ