Artificial intelligence (AI) is increasingly pervasive and essential to everyday life, enabling apps and various smart devices to autonomous vehicles and medical devices. Yet along with the promise of an increasingly interconnected and responsive Internet of Everything, AI is ushering in a host of legal, social, economic, and cultural challenges. The variety of stakeholders involved – spanning governments, industries, and users around the world – presents unique opportunities and governance questions for how best to facilitate the safe and equitable development, deployment, and use of innovative AI applications. Regulators around the world at the state, national, and international levels are actively considering next steps in regulating this suite of technologies, but with little sense of how their efforts can build on and reinforce one another. This state of affairs points to the need for novel approaches to nested governance, particularly among leading AI powers including the United States, European Union, and China. This Article provides an overview of AI and the numerous challenges it presents with special attention being paid to autonomous vehicles, along with exploring the lessons to be learned from polycentric governance frameworks and how to apply such social science constructs to the world of AI.
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“People worry that computers will get too smart and take over the world, but the real problem is that they’re too stupid and they’ve already taken over the world.”

INTRODUCTION

History was made in a Phoenix suburb during the winter of 2018—customers began paying for “robot rides” from Waymo, the self-driving car company that has emerged from Google’s efforts. Competing autonomous shuttle services such as May Mobility quickly followed suit, as have major automobile manufacturers such as Ford, which has pledged to have a fully autonomous car available by 2021 in a bid to create a new industry that will be, according to some estimates, worth some $7 trillion to the global economy along with potentially saving thousands of lives. But this is just the tip of the iceberg when considering the myriad poten-
tial impacts of the technology undergirding this historic transition—arti-
ficial intelligence (AI), and in particular machine learning (ML). From
revolutionizing medical devices, to reducing energy use, to improving
cybersecurity and even aiding in college admissions, we seem to be on
the cusp of a revolution—one that could have as profound an impact as
the printing press, steam engine, or the Internet itself. However, we have
only begun to ask fundamental questions about how this revolution
should be governed so as to help ensure its numerous potential benefits
while minimizing risks to consumers’ health, safety, and privacy.

We are already seeing the consequences of weak and fragmented
attempts to govern the various applications of AI and ML technologies.
From well-publicized accidents involving autonomous vehicles, to
concerns over biased algorithms, and even “deep fakes” used to spread dis-
information, the collective action problems involving AI are
increasingly apparent and underscore the need for new methods to ad-
dress the host of legal, social, economic, and cultural challenges that
these technologies present. The variety of stakeholders involved—span-
ning governments, industries, and users around the world—presents
unique governance questions and opportunities for how best to facilitate
the safe and equitable development, deployment, and use of innovative
AI and ML applications. Regulators around the world at the state, na-
tional, and international levels are actively considering next steps in reg-
ulating this suite of technologies, but with little sense of how their efforts
can build on and reinforce one another. This state of affairs points to the
need for novel approaches to AI governance, which so far have been

5 See, e.g., Bernard Marr, What Is The Difference Between Artificial Intelligence And
Machine Learning?, FORBES (Dec. 6, 2016, 2:24 AM), https://www.forbes.com/sites/bernardmarr/2016/12/06/what-is-the-difference-between-artificial-intelligence-and-machine-learning/#69101912742b (“Artificial Intelligence is the broader concept of machines being able to carry out tasks in a way that we would consider “smart” [while] Machine Learning is a current application of AI based around the idea that we should really just be able to give machines access to data and let them learn for themselves.”).

6 See Kristopher Sturgis, How Artificial Intelligence Is Changing Medical Devices,

7 Jayshree Pandya, Troubling Trends Towards Artificial Intelligence Governance,

8 See Russell Brandom, Self-Driving Cars are Headed Toward an AI Roadblock, THE
VERGE (July 3, 2018, 10:12 AM), https://www.theverge.com/2018/7/3/17530323/self-driving-
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9 See Anjanette H. Raymond & Scott J. Shackelford, Technology, Ethics and Access To

10 See Bobby Chesney & Danielle Citron, Deep Fakes: A Looming Challenge for Pri-
underappreciated and scarcely attempted in the literature. Indeed, there has not yet been a single effort in a legal publication to unpack the benefits and drawbacks of polycentric governance as applied to AI, despite the fact that it has been successfully applied to a variety of related issue areas.\(^{11}\)

Since it was first used in the 1951 book *The Logic of Liberty* by Professor Michael Polanyi, polycentric governance has become a widely discussed concept built by scholars from around the world, including Lon Fuller and Nobel Laureate Elinor Ostrom and Professor Vincent Ostrom, to name a few.\(^{12}\) Although some confusion continues in the literature about the exact contours of the concept, in general it is an overlapping multidisciplinary, multi-level, multi-purpose, multi-functional, and multi-sectoral model\(^{13}\) and, as such, “may be capable of striking a balance between centralized and fully decentralized or community-based governance.”\(^{14}\) It is noteworthy both for its breadth (given that it has been used to analyze everything from fishery management to orbital debris mitigation) as well as for the fact that it challenges orthodoxy, such as by demonstrating the benefits of self-organization and networking regulations “at multiple scales.”\(^{15}\) One key finding is that, often due to the existence of free-riders in a multipolar world, “a single governmental unit” or treaty regime is often incapable of managing “global collective action problems”\(^{16}\) such as cyber-attacks. Instead, a polycentric approach can promote “flexibility across issues and adaptability over time”\(^{17}\) by recognizing both the common but differentiated responsibili-


\(^{12}\) MICHAEL POLANYI, THE LOGIC OF LIBERTY (Karl Mannheim ed. 1951).

\(^{13}\) Michael D. McGinnis, *An Introduction to IAD and the Language of the Ostrom Workshop: A Simple Guide to a Complex Framework*, 39 POL’Y STUD. J. 169, 171 (2011), (“Polycentricity is a system of governance in which authorities from overlapping jurisdictions (or centers of authority) interact to determine the conditions under which these authorities, as well as the citizens subject to these jurisdictional units, are authorized to act as well as the constraints put upon their activities for public purposes.”).


ties of public and private sector stakeholders in AI, which can generate positive network effects that could, in time, result in the emergence of a norm cascade improving AI governance. Yet, these systems are also prone to certain “syndromes” that can lead to disfunction, and even fragmentation, meaning that both the benefits and drawbacks of this approach must be critically assessed.

This Article provides an overview of the development of AI and the numerous challenges it presents with special attention being paid to healthcare, autonomous vehicles, and cybersecurity, focusing on lessons to be learned from polycentric governance frameworks. We argue that the hybrid governance structures to manage a range of AI applications may, in fact, be best case scenarios, but that the diversion between the major AI powers—namely the United States, China, and the European Union (rather particularly when it comes to AI regulation)—threatens the integrity of this system absent deeper coordination. The Article is structured as follows. Part I briefly summarizes the ML revolution, including coverage of the myriad benefits and potential economic, legal, and cultural impacts associated with AI. Part II summarizes the regulatory approaches to AI that have been tried to date at the international, federal, and state levels. Part III then introduces the field of polycentric governance, delving in particular to the dominant principles, layered governance structures, and frameworks that the field has generated, including the Ostrom Design Principles as well as references to the Institutional Analysis and Development (IAD), the Social-Ecological-Systems (SES), and the Governing Knowledge Commons (GKC) Frameworks in order to see how these may be useful in addressing governance gaps. Part IV then applies this approach through a case study focusing on autonomous vehicle governance between the AI powers. Part V finally summarizes implications for policymakers and managers. Ultimately, we find that polycentric governance is a helpful, though imperfect, lens through which to view AI governance, but that additional research is required to update these social science principles and frameworks to better fit the ML revolution.

(discussing the legitimacy of polycentric regimes, and arguing that “[a]ll regulatory regimes are polycentric to varying degrees”).


I. WELCOME TO THE MACHINE LEARNING REVOLUTION

The term “artificial intelligence” was coined in a 1955 research proposal at Dartmouth College, but the concept of AI predates the term itself. Myths and legends about intelligent beings created from inanimate objects date back to at least 2,700 years ago. As explained by Stanford University research scholar Adrienne Mayor, “Our ability to imagine artificial intelligence goes back to the ancient times. Long before technological advances made self-moving devices possible, ideas about creating artificial life and robots were explored in ancient myths.” This is evident in ancient Greek literature dating back to Homer and Hesiod, and is equally prevalent in science fiction today, such as Frankenstein in 1817, the Tin Man in The Wizard of Oz in 1939, or beloved androids C-3PO and R2-D2 in Star Wars.

The modern field of AI, however, can be traced back to a 1956 workshop at Dartmouth College, where computer scientist John McCarthy brought together various experts in the field to explore the possibility of machines exhibiting or mimicking human intelligence. Even before that, in 1950, renowned British computer scientist Alan Turing explored the mathematical possibilities of machines being able to think and act as humans. Limited by computing power, inadequate amounts of data, and

---


22 Id.

23 Id. Two examples of the concept of artificial intelligence in Greek mythology are Talos and Pandora. Hephaestus, the Greek god of invention and blacksmithing, created both—Talos from bronze, and Pandora from clay. Zeus commissioned giant artificial bronze Talos to protect the island of Crete by throwing boulders at approaching threats. In the myth of Pandora, Zeus ordered Hephaestus to create Pandora as a punishment for humans and to wreak havoc on their lives. These myths date from 650 to 700 B.C.

24 Stephen Cave & Kanta Dihal, Ancient Dreams of Intelligent Machines: 3,000 Years of Robots, NATURE (July 25, 2018), https://www.nature.com/articles/d41586-018-05773-y.


28 See A. M. Turing, Computing Machinery and Intelligence, 49 MIND 333, 441 (1950), https://www.csee.umbc.edu/courses/471/papers/turing.pdf (“Can machines think?”) [hereinafter Turing, One Hundred Year AI Study]. The paper goes on to present the Imitation Game and
lack of funding, AI did not achieve substantial breakthroughs until there were significant changes to these factors over the past decade. The remainder of this part will provide a brief overview of the field of AI today, its application across various sectors, and its multitude of potential benefits before going on to explain some of the challenges and concerns surrounding its widespread deployment.

A. Defining Artificial Intelligence

The authors of Stanford University’s *One Hundred Year Study on Artificial Intelligence* describe artificial intelligence as a “[s]cience and a set of computational technologies that are inspired by—but typically operate quite differently from—the ways people use their nervous systems and bodies to sense, learn, reason, and take action.” Defining “artificial intelligence,” however, is a more difficult task due to a general lack of agreement about the definition of what it means for something to be intelligent. Another possible explanation behind the difficulty of defining AI is the fact that “[f]rom a technical perspective, [AI] is not a single technology, but rather a set of techniques and sub-disciplines ranging from areas such as speech recognition and computer vision to attention and memory, to name just a few.” Some researchers suggest that the absence of a universal definition of AI has allowed the field to flourish, while others note that practical definitions may more appropriately state a measure for intelligence still referred to as the Turing Test. “Restated in modern terms, the ‘Turing Test’ puts a human judge in a text-based chat room with either another person or a computer. The human judge can interrogate the other party and carry on a conversation, and then the judge is asked to guess whether the other party is a person or a computer. If a computer can consistently fool human judges in this game, then the computer is deemed to be exhibiting intelligence.”


31 JACOB TURNER, *Robot Rules: Regulating Artificial Intelligence* 7 (2019); See JERRY KAPLAN, *Artificial Intelligence: What Everyone Needs to Know* 1 (2016) (noting that defining AI is “an easy question to ask but a hard one to answer” due to “little agreement about what intelligence is.”).


33 STANFORD UNIV., *supra* note 27, at 12 (“Curiously, the lack of a precise, universally accepted definition of AI probably has helped the field to grow, blossom, and advance at an ever-accelerating pace. Practitioners, researchers, and developers of AI are instead guided by a rough sense of direction and an imperative to ‘get on with it.’”).
the goals of intelligence – either to achieve human-like characteristics or to behave rationally.\textsuperscript{34}

While agreeing upon a universally accepted definition of AI has not been critical for advancements in the field, it will be an essential part of regulating or attempting to govern AI. For the purposes of this Article, we will utilize the definition of AI provided by Nils J. Nilsson in \textit{The Quest for Artificial Intelligence}: “[A]rtificial intelligence is that activity devoted to making machines intelligent, and intelligence is that quality that enables an entity to function appropriately and with foresight in its environment.”\textsuperscript{35} This definition is broad enough to capture the wide array of computational technologies and applications enabled by artificial intelligence, while narrow enough to differentiate AI from big data or other analytics. It also goes beyond defining AI by a desire to achieve human-like characteristics, recognizing that AI can surpass human performance in certain tasks, and approach others from a distinct perspective.

Within the broad scope of AI, there are two commonly recognized types: narrow AI and general AI, also called weak and strong AI, respectively. Narrow AI is the type we often think of today, where machines or algorithms are designed to perform a specific task or a set of specific tasks.\textsuperscript{36} Narrow AI influences much of our daily life, “[f]rom using a virtual personal assistant to organise our working day, to travelling in a self-driving vehicle, to our phones suggesting songs or restaurants that we might like.”\textsuperscript{37} By contrast, artificial general intelligence refers to sys-

\textsuperscript{34} For an exploration of various definitions of AI and their implications, see Bernard Marr, \textit{The Key Definitions of Artificial Intelligence (AI) That Explain Its Importance}, \textsc{Forbes} (Feb. 14, 2018, 1:27 AM), https://www.forbes.com/sites/bernardmarr/2018/02/14/the-key-defin-

\textsuperscript{35} NILSSON, supra note 34, at xiii.

\textsuperscript{36} Narrow AI is the technology underpinning various “commercial services such as trip planning, shopper recommendation systems, and ad targeting,” and it is “finding important applications medical diagnosis, education, and scientific research.” \textit{Preparing for the Future of Artificial Intelligence}, supra note 28, at 7.

\textsuperscript{37} \textit{ARTIFICIAL INTELLIGENCE FOR EUROPE, COMM. FROM THE COMM’N TO THE EUROPEAN PARLIAMENT, THE EUROPEAN COUNCIL, THE COUNCIL, THE EUROPEAN ECONOMIC AND SOCIAL
tems that exhibit intelligent behavior across a broad range of cognitive tasks, such as the AI imagined in science fiction. Experts disagree on when science will achieve general AI, though a “[b]road chasm seems to separate today’s Narrow AI from the much more difficult challenge of General AI.” As discussed throughout this Article, “AI” refers to both narrow and general AI.

B. Technical Approaches to AI

Numerous technologies exist under the broad umbrella of AI, sometimes referred to as technical approaches to AI. These include machine learning (ML), computer vision, natural language processing (NLP), deep learning, and robotics, among others. Often, these technologies require large amounts of data in order to work efficiently and appropriately in their respective environments. The most prevalent technology among today’s advancements in AI is machine learning, which has enabled a host of developments across a multitude of technologies, sectors, and beneficiaries. AI and ML are often used interchangeably, but ML is more accurately described as a method to realize AI. As explained by the United Kingdom’s Information Commissioner’s Office: “AI can be seen as a key to unlocking the value of big data; and machine learning is one of the technical mechanisms that underpins and facilitates AI.” ML uses statistical techniques that enable an algorithm to improve upon its performance based on outcomes and perceived inputs. Therefore, ML can be defined as “[t]he science of getting computers to act without being

---

40 Though regulation today will likely focus on narrow AI (either sector-specific regulation or application-specific regulation), solutions to AI governance would be remiss to ignore the future prospect of general AI. Whether general AI is achieved in 2030 or beyond, it is the direction of AI research today, and AI governance could play a vital role in guiding its future development and deployment. For a different perspective, see Preparing for the Future of Artificial Intelligence, supra note 28, at 8, where the NSTC Committee on Technology argues that “[l]ong-term concerns about super-intelligent General AI should have little impact on current policy,” but that “[p]ractitioners of AI in government and business should approach advances with appropriate consideration of the long-term societal and ethical questions. . . .”
41 The large data requirement is often considered by trends associated with big data are credited with bringing advancements in AI as well. “[I]ncreased data availability, storage, and processing power” are considered instrumental to the “rapid innovation and accomplishments in AI in recent years.” U.S. Gov’t Accountability Office, GAO-18-644T, Artificial Intelligence: Emerging Opportunities, Challenges, and Implications for Policy Research (2018).
43 Id. at 8.
explicitly programmed," and the technology is “[s]o pervasive today that you probably use it dozens of times a day without knowing it.”

Machine learning is the technology underpinning many of the techniques to achieve AI. Reinforcement learning, for example, “shifts the focus [of machine learning] to decision-making, and is a technology that will help AI to advance more deeply into the realm of learning about and executing actions in the real world.” Reinforcement learning is the technology behind the AlphaGo AI, for example, which defeated the human Go champion, as well as Cue the “basketball bot” that has perfect accuracy shooting a basketball and recently set a Guinness World Record for successfully making 2,020 consecutive free throws.

Deep learning is another type of ML that “uses structures loosely inspired by the human brain, consisting of a set of units (or ‘neurons’).” Researchers have been studying deep learning since the 1960s, but advancements were largely impractical without the vast amount of data available today. Recent advancements in neural networks have helped to create some of the most impressive achievements in AI, contributing to self-driving cars, medical image analysis, and language translation. Deep learning advancements have provided new life to research in other areas of AI, especially computer vision and natural language processing.

Computer vision enables machines to recognize, compare, identify patterns amongst, and draw conclusions about images—often with greater acuity and accuracy than human eyes. This technology has ben-

---

45 Id.
46 STANFORD UNIV., supra note 27, at 15.
47 Id.
48 Luke Dormehl, Swish! Toyota’s Basketball Bot earns a Guinness Record with 2,020 Perfect Throws, DIGITAL TRENDS (June 25, 2019), https://www.digitaltrends.com/cool-tech/guinness-record-basketball-robot/. The number of perfect free throws – 2,020 – was in honor of the 2020 Olympics, which will be held in Japan – the same country where Toyota built and trained Cue. Id.
49 Preparing for the Future of Artificial Intelligence, supra note 28, at 9. Artificial neural networks are a brain-inspired concept that attempts to replicate the way humans learn. Neural networks rely on large amounts of input data to find patterns within data and create useful output layers of data. “For a basic idea of how a deep learning neural network learns, imagine a factory line. After the raw materials (the data set) are input, they are then passed down the conveyor belt, with each subsequent stop or layer extracting a different set of high-level features.” Luke Dormehl, What Is an Artificial Neural Network? Here’s Everything You Need to Know, DIGITAL TRENDS (Jan. 6, 2019), https://www.digitaltrends.com/cool-tech/what-is-an-artificial-neural-network/.
51 STANFORD UNIV., supra note 27, at 8–9, 20, 27.
52 Id. at 14–15.
53 Id. at 4.
efited the healthcare industry in a variety of ways, including, for example, assessing chest x-rays to diagnose pneumonia and mapping the motor cortex to aid in identification of neurological diseases. Computer vision has also found a place in entertainment and sports, as it can be useful to improve player safety, augment human officiating, assist in training, and overall improve player experiences. It is the technology behind facial recognition software, applications to help visually-impaired individuals better engage with their surroundings, and other technologies that rely on image recognition and analysis.

Natural language processing, as the name suggests, involves a machine interacting with real-time dialogue. NLP enables digital assistants such as Amazon’s Alexa or Apple’s Siri, as well as real-time translation between languages, also referred to as natural language translation (NLT). Google Translate helps 500-million people understand more than 100 languages on a daily basis. This language translation has recently taken strides in accuracy as a result of more training data. NLP technologies are often the first line of customer service interactions, and the use of chatbots is expected to expand, with estimates of up to 85

---


55 Charlotte Edmond, *This AI Just Invented a New Sport*, WORLD ECON. F. (Apr. 30, 2019), https://www.weforum.org/agenda/2019/04/artificial-intelligence-invented-sport-speedball/. Not only is AI transforming the sports we watch today (monitoring NASCAR races for faults affecting safety by using deep learning and helping coaches and trainers monitor player performance), but AI is also capable of creating rules for new sports – such as Speedgate, a sport created by an AI using combinations of rules from soccer, croquet, and rugby. Id.

56 Kyle Wiggers, *Here Are the Ways AI Is Helping to Improve Accessibility*, VENTUREBEAT (May 17, 2018, 12:53 PM), https://venturebeat.com/2018/05/17/h...ai-is-helping-to-improve-accessibility/ (noting the benefits to the blind and visually-impaired provided by screen-reading programs, photograph classification, smart glasses, and more).


59 While large training data sets have helped improve translations dramatically, some NLP processes are being deployed that rely on less data – or at least less intensive data. For example, typical AI translators are trained on two identical texts in two different languages, requiring accurate human translators for the training data. The training data sets for languages used frequently in news, social media, and entertainment are more readily available than low-resource languages. Researchers at Facebook set out to change this trend, hoping to provide translation to their customers in less common languages. Their research findings suggest a way to translate between English and other languages (such as Urdu) by having access to different texts in both languages, without accurate translators. Sam Shead, *Facebook Develops New AI Technique for Language Translation*, FORBES (Aug. 31, 2018, 11:00 AM), https://www.forbes.com/sites/samshead/2018/08/31/facebook-develops-new-ai-technique-for-language-translation/#639307162f71.
percent of customer interactions taking place with AI by next year.\(^{60}\) The usefulness of this technology, particularly when combined with other technologies such as speech recognition, extends to a wide array of applications. NLP can assist teachers or testing centers with grading exams,\(^{61}\) help news organizations generate articles (in various languages) more rapidly,\(^ {62}\) or synthesize large documents such as legal documents or user manuals to improve their accessibility for the average person.\(^ {63}\)

While ML, deep learning, computer vision, and NLP are currently the largest subsets and trends within AI, other research trends include robotics and robotic navigation, collaborative systems to augment human intelligence, algorithmic game theory, and how to successfully utilize the Internet of Things (IoT).\(^ {64}\) In each emerging technology or area of research, it is important to highlight the potential for collaboration between humans and AI. As has been argued: “While AI is often perceived as systems acting autonomously, as is the case with home robotics or self-driving vehicles, most practical applications of AI augment human intelligence, serving as helpful resources in various professions and automating routine tasks.”\(^ {65}\) AI can be useful for assisting in various decision-making settings, whether to manage resources, increase workplace safety, support human resources, or suggest diagnoses and treatments in medicine. Some scholars have estimated that 20 percent of workers will collaborate with an AI as part of their everyday job function by 2022.\(^ {66}\)

C. Applications and Benefits of AI

The recent developments and future promises of AI technologies provide myriad benefits that span a multitude of interested parties, industries, and sectors. The lofty future that AI could provide has been recognized by businesses, governments, and individuals; and with good reason. As noted by the European Commission’s Independent High-Level Expert Group (HLEG) on AI, “AI is not an end in itself, but rather a promising means to increase human flourishing, thereby enhancing in-

\(^{60}\) Marr, supra note 58.

\(^{61}\) Automated Scoring and Natural Language Processing, EDUC. TESTING SERV., https://www.ets.org/research/topics/as_nlp (last visited Sept. 27, 2019).

\(^{62}\) Will AI Save Journalism — or Kill It?, KNOWLEDGE@WHARTON (Apr. 9, 2019), https://knowledge.wharton.upenn.edu/article/ai-in-journalism/.

\(^{63}\) Marr, supra note 58.


dividual and societal well-being and the common good, as well as bringing progress and innovation. Some have even argued that, like cybersecurity, AI will become an increasingly important component of sustainable development. Similarly, the Norwegian Data Protection Authority highlighted AI’s potential in its report on Artificial Intelligence and Privacy: “The development of AI has made some major advances in recent years and its potential appears to be promising: a better and more efficient public sector, new methods of climate and environmental protection, a safer society, and perhaps even a cure for cancer.”

This section will provide an overview of some key advantages enabled by AI, as well as a brief but nonexclusive catalogue of the sectors benefiting from AI’s deployment. We then balance this discussion with an examination of the downsides and challenges posed by various AI applications, which in turn drive the regulatory and governance discussions of Parts III–V.

Often, for users of AI, the most tangible benefits derived from AI adoption are as simple as speed, convenience, or accuracy. For individuals, AI recommendations for songs, movies, products, or traffic routes provide efficiency and convenience to improve daily routines. For organizations, utilizing AI technologies can provide efficiencies and speed in resource and personnel management, employee performance monitoring, and customer service management. These narrow AI applications providing daily conveniences have allowed AI technologies to become an integral part of everyday life.

67 Ethics Guidelines for Trustworthy AI, HIGH-LEVEL EXPERT GROUP ON ARTIFICIAL INTELLIGENCE (Apr. 8, 2019), at 4 [hereinafter HLEG AI Ethics Guidelines].


70 Artificial Intelligence and Privacy, NORWEGIAN DATA PROTECTION AUTHORITY (Jan. 2018), at 5 [hereinafter NDPA AI and Privacy].


72 See, e.g., The Workplace of the Future, ECONOMIST (Mar. 28, 2018), https://www.economist.com/leaders/2018/03/28/the-workplace-of-the-future (‘In 2017 companies spent around $22bn on AI-related mergers and acquisitions, about 26 times more than in 2015.’).
Beyond the basic benefits provided by improving everyday convenience, AI provides a multitude of additional benefits to developers, governments, and users. The McKinsey Global Institute, for example, has estimated that the economic value of “applying AI to marketing, sales and supply chains” could add up to some $2.7 trillion by the 2030s.73

To harness this potential, more than thirty nations have developed or are developing national AI strategies—many of them since 2017.74 Governments perceive AI as a key component of global influence, and for good reason. According to a 2017 study by PricewaterhouseCoopers (PwC), AI is expected to contribute $15.7 trillion to the global economy by 2030, constituting a 14 percent increase in global GDP and more than the 2017 output of China and India combined.75 The “value of AI enhancing and augmenting what enterprises can do” is enormous, and may even “be larger than automation.”76 The estimated growth spans across

---

73 Id.
76 Id. (quoting Anand Rao, Global Leader of AI at PwC).
all regions of the world. Both governments and businesses are looking to emerge as leaders in a field with sky-high economic hopes.

One of AI’s unique attributes, and one of the reasons some believe it is launching society into the Fourth Industrial Revolution, is its widespread application to a variety of sectors. AI technologies offer benefits in sectors ranging from health and medicine, automotive, transportation, marketing and retail, employment, and financial services, as well as less obvious sectors like agriculture, arts, cybersecurity, and education. While this Article will highlight some of the benefits and drawbacks of applying AI technologies in the transportation context, it is important to place that discussion in context by also investigating healthcare and cybersecurity.

1. Health & Medicine

The healthcare industry is poised to reap some of the greatest benefits of AI adoption. AI applications in this industry can be as simple as improving user experiences when making appointments or speaking to chatbots about their health questions, or as complex as reading imaging scans, suggesting diagnoses, or even assisting in surgeries. Researchers at PwC have identified eight primary initiatives where AI can improve health and medicine: (1) helping patients practice day-to-day wellness; (2) detecting diseases early; (3) faster and more accurate diagnoses; (4)
augmenting decision-making by doctors; (5) helping clinicians provide more comprehensive treatment; (6) improving end of life care; (7) facilitating research; and (8) aiding healthcare training. Researchers also estimate that AI will dramatically reduce costs in the healthcare industry, with some estimating AI will save up to $269.4 billion annually. From detecting skin cancer with a smartphone, to apps that can already answer an array of medical questions as well as physicians eighty percent of the time, AI continues to make important strides in the healthcare context. The improvements in health and medicine will be significant, and, though likely adopted incrementally and haphazardly at least initially, there seems little doubt that AI will dramatically change the healthcare landscape.

2. Transportation

Both public and private transportation stand to be revolutionized by AI technology. Modern vehicles already commonly contain AI-assistive features, including brake assist, park assist, and lane-change assist. In fact, the spectrum of autonomous vehicles extends from no automation, through partial and conditional, to full automation. Cameras and sensors on vehicles are also often used to augment human drivers, though many manufacturers aim to develop fully autonomous vehicles. Companies such as Ford, General Motors, Tesla, Uber, and Waymo are investing in AI to develop driverless vehicles, with Waymo announcing that its cars have driven over ten million autonomous miles on public roads. Autonomous vehicles’ promises are numerous: improving traffic in cities, lowering commutes, improving the efficiency of public transportation systems, and perhaps most importantly, improving driver safety by reducing the number of accidents. Yet regulating such vehicles and their manufacturers remains a thorny challenge, as we discuss below.

---

85 STANFORD UNIV., supra note 27, at 18–19.
86 See Davies, supra note 2.
87 Id.
88 See STANFORD UNIV., supra note 27, at 18–24.
3. Cybersecurity

As the cyber-threat landscape continues to increase for individuals, businesses, and governments, enhancing cybersecurity is becoming increasingly critical to protecting sensitive data and critical systems. AI applications have the potential to “help cope with the sheer complexity of cyberspace.” Individuals can use AI applications like email filtering and credit monitoring to manage their online life and protect their identity. AI can also help users decipher and manage their privacy and security policies online. Researchers are also developing AI applications to help combat the increasing threat of deep fakes. In addition to augmenting human online interactions, AI can aid in cybersecurity’s more technical aspects, such as helping organizations detect and react to cyber threats with a more effective response time. A recent survey of businesses demonstrated AI’s importance in breach detection: 60 percent of respondents said that they would be unable to detect breaches without the aid of AI. Yet such reliance on AI also increases vulnerability to hackers, who can exploit ML systems through the emerging field of “Adversarial AI.” Relatedly, AI is also fueling a renewed arms race among the cyber powers that has the potential not only to buttress defense-in-depth but also contribute to cyber insecurity as discussed next.

D. Challenges Presented by AI

While AI offers numerous remarkable improvements to daily life, several experts have expressed concern for the “potential threat [AI] could pose to humankind.” These challenges include economic, legal, social, and cultural concerns, though there are also practical issues such
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89 Preparing for the Future of Artificial Intelligence, supra note 28, at 36.
91 Andy Greenberg, An AI that Reads Privacy Policies So That You Don’t Have To, WIRED (Feb. 9, 2018, 7:00 AM), https://www.wired.com/story/polisis-ai-reads-privacy-policies-so-you-dont-have-to/.
92 Bernhard Warner, Fighting Deepfakes Gets Real, FORTUNE (July 24, 2019), https://fortune.com/2019/07/24/fighting-deepfakes-gets-real/ (explaining how companies are trying to develop tools to help users know when they are interacting with a modified photo or video).
as managing safety engineering, setting parameters on what an algorithm can teach itself, and how to ensure security. Safety, as it relates to AI and related technologies, “ought not to be confined to physical safety but should extend to concern for nonphysical harm, such as privacy, security, and the dehumanization of care for people at their most vulnerable.”

Finding ways to navigate both the physical and nonphysical challenges presented by AI will be essential to building trust and fostering AI development. Additional elements that deserve further attention are related cybersecurity concerns, which manifest themselves quite differently from cyber-attacks (fed, for example, by bugs in code) with AI attacks taking the form of pattern “manipulation and poisoning” along with “inherent limitations in the underlying AI algorithms that currently cannot be fixed.” Although the AI challenges are numerous, this section focuses on three: economic, social and cultural, as well as legal and ethical issues in AI governance.

1. Economic Challenges

As detailed in the previous section, AI is expected to positively impact global GDP and generate productivity growth. However, as the demand for automation increases, more workers are at risk of displacement. A study from the McKinsey Global Institute found that nearly 50 percent of current work activities are subject to automation, which could displace as much as 15 percent of the global workforce, contrib-

---

uting to longstanding concerns about a tragedy of the AI commons.\textsuperscript{102} Such alarming statistics may be partially offset by the fact that AI will also create new jobs, with some estimates projecting that it could contribute as many or even more jobs than it disrupts (though transitions would be far from seamless with extensive retraining required to support displaced workers pursuing these new occupations).\textsuperscript{103} Though the precise impact of AI on labor markets is unknown, the EU Commission report on \textit{The Future of Work? Work of the Future!} emphasized one central important point: “Automation outcomes are not pre-determined but are shaped by the policies and choices we make.”\textsuperscript{104} While AI will have a profound impact on the skills needed in the workforce, the direct economic impact of AI will depend on governance decisions made today.\textsuperscript{105}

2. Social and Cultural Challenges

Beyond these concerns over how AI will affect the workforce landscape, researchers are increasingly concerned with how to navigate the social and cultural aspects of living and working alongside AI. As indicated by the title of a recent \textit{Washington Post} article—“As Walmart turns to robots, it’s the human workers who feel like machines”—it is important to remember the human aspect of AI deployment.\textsuperscript{106} When Walmart introduced robots to automate janitorial and stock-shelving tasks, it was met with concerns from human co-workers feeling devalued at work, while customers were unsurprisingly also thrown off by the six-foot tall robot meandering throughout the store.\textsuperscript{107} Despite efforts to cre-


\textsuperscript{103} John Hawksworth, \textit{AI and Robots Could Create as Many Jobs as They Displace}, \textsc{World Econ. F.} (Sept. 18, 2018), \url{https://www.weforum.org/agenda/2018/09/ai-and-robots-could-create-as-many-jobs-as-they-displace/} (highlighting the importance of businesses and governments in fostering “increased investment in retraining workers for new careers, boosting their digital skills but also reframing the education system to focus on human skills that are less easy to automate: creativity, co-operation, personal communication, and managerial and entrepreneurial skills.”).


\textsuperscript{105} As stated by Bank of America’s Chief Technology Officer Cathy Bessant, “The effect of AI on jobs is totally, absolutely within our control . . . This isn’t what we let AI do to the workforce, it’s how we control its use to the good of the workforce.” \textit{AI and the Future of Work}, \textsc{WIRED} (Apr. 2018), \url{https://www.wired.com/wiredinsider/2018/04/ai-future-work/}.

\textsuperscript{106} Drew Harwell, \textit{As Walmart Turns to Robots, It’s the Human Workers Who Feel Like Machines}, \textsc{Wash. Post} (June 6, 2019, 8:00 AM), \url{https://www.washingtonpost.com/technology/2019/06/06/walmart-turns-robots-its-human-workers-who-feel-like-machines/}.

\textsuperscript{107} Id. (“This awkward interplay of man vs. machine could become one of the defining tensions of the modern workplace as more stores, hotels, restaurants and other businesses roll in robots that could boost company reliability and trim labor costs.”).
ate “human-friendly” robots, there is currently no “agreed-upon etiquette for how robots and people should communicate.”

The Walmart dilemma is only one example of the variety of social and cultural challenges arising from the development of AI. “We may thrill to the idea of AI systems helping us to filter information to suit personalized wants and needs, but belatedly discover the same technologies can produce fake news, closed echo chambers of public opinion, and the erosion of a shared public reality.” This creates concerns for the very foundation of democracy as deep fakes become more prevalent and difficult to detect. It also creates important questions for human autonomy and market manipulation such as the extent to which we are comfortable with robots nudging what we buy, who we date, who we vote for, and what we watch. Some of these concerns are not specific to AI, but each of them raises important questions as the field continues to develop.

3. Legal & Ethical Challenges

One approach to mitigating or managing the concerns mentioned above is through the legal system, yet the judiciary is managing its own tensions with applications of AI. AI is exacerbating many of the same challenges that new technologies bring to existing bodies of law, including competition law, information security, and privacy law, while also creating new depth in issues such as negligence or products liability.

Privacy law may be the most apt example of this challenge. As countries around the world are developing new privacy laws, there are numerous reports detailing the tensions between some of the fundamental data protection principles and the capabilities of AI. Data protection regulation attempts to minimize bias, discrimination, and unfairness regardless of specific technologies involved. Regulators have heightened concerns with AI because of what is referred to as the “black box”
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114 See, e.g., Cate & Dockery, supra note 65, at 115–20 (highlighting the tensions between fair information practice principles such as data minimization, purpose and use limitations, transparency, etc. and artificial intelligence).
115 Id. at 119.
phenomenon, where algorithms can sometimes create surprising or unan-
ticipated correlations and conclusions based on the inputs AI receives.\footnote{116} This has resulted in efforts to foster transparency and explainability of AI: “As [AI technologies] become a central force in society, the field is shifting from simply building systems that are intelligent to building intelligent systems that are human-aware and trustworthy.”\footnote{117} However, there is little agreement on how to best accomplish and enforce this goal.

Trustworthiness and human awareness also require addressing ethical concerns with AI, such as training AI to react in certain situations or deciding in which circumstances to allow decision-making by AI.\footnote{118} For example, how does an engineer decide whether to program an autonomous vehicle to protect the driver of a car rather than an animal or a pedestrian? Who should be making the moral and ethical decisions required to train an AI, and how do we foster rules to help govern those decisions?

4. Summary

While this section does not provide a comprehensive survey of all the challenges facing a world increasingly powered by AI, it does emphasize that the future of how we interact with and respond to AI depends on governance decisions made in the near future. Any approach to regulating, moderating, or generally governing AI must consider the benefits and challenges of AI as well as the opportunities for novel governance structures given the wide range of technologies, industries, and sectors in play.\footnote{119} The following section will explore some of the current attempts to regulate, monitor, and foster advancements in AI before examining the role that polycentric government could play in this effort.

\footnote{116} Id.
\footnote{117} STANFORD UNIV., supra note 27, at 14. Transparency and explainability are an increasing focus with AI governance, as these are essential elements for building trust in AI systems. See, e.g., HLEG AI Ethics Guidelines, supra note 67, at 18. As explainability is described by Singapore’s Model AI Governance Framework, “[a]n algorithm deployed in an AI solution is said to be explainable if how it functions and arrives at a particular prediction can be explained.” Infra note 182, at 13.
\footnote{118} A survey of 2.3 million people from around the world found that preferences for the ethics of autonomous vehicles are not universal, but the increasing use of automation will force moral and ethical calculations to be concrete, explainable, and carefully crafted. Edmond Awad et al., The Moral Machine Experiment, 563 Nature 59, 59, 62, 65 (2018), https://www.nature.com/articles/s41586-018-0637-6. As an article in the New Yorker states, “In a future dominated by driverless cars, moral texture will erode away in favor of a rigid ethical framework.” Caroline Lester, A Study on Driverless-Car Ethics Offers a Troubling Look into Our Values, NEW YORKER (Jan. 24, 2019), https://www.newyorker.com/science/elements/a-study-on-driverless-car-ethics-offers-a-troubling-look-into-our-values.
\footnote{119} STANFORD UNIV., supra note 27, at 6, 36, 38, 41, 44.
II. U.S. APPROACH TO REGULATING AI

Because of the substantial conveniences, economic opportunities, and national security challenges related to AI, the need for AI governance is manifest. Some experts caution that regulation will stifle innovation and should be approached carefully or not at all while others argue that the potential malicious uses of general AI should stop its development entirely. Rather than taking a wait-and-see approach to the impact of these new technologies, the best way to prevent future malicious uses is to grapple with governance concerns now, though not necessarily through the use of black-letter law in all instances, as discussed further below. AI applications are used across a wide span of sectors, by a variety of public and private actors, and in a myriad of technologies. The broad landscape of AI presents challenges for regulators around the world, and although numerous efforts—some of which are outlined below—are aimed at mitigating these challenges, the expansive nature of the issue leaves ample room for improvement.

A. Applicable U.S. Federal Law

The federal government has not passed comprehensive legislation on AI (nor would such an approach be advisable given the myriad issues in play that are similar to debates surrounding cybersecurity and Internet of Things regulation), but the U.S. government has generally recognized the potential benefits of AI and has devoted resources to ensuring U.S. leadership in its development. In February 2019, for example, President Trump issued Executive Order 13859, Maintaining American Leadership in Artificial Intelligence, stating that U.S. leadership would require “a concerted effort to promote advancements in technology and innovation, while protecting American technology, economic and national security, civil liberties, privacy, and American values and enhancing international and industry collaboration with foreign partners and allies.” Though regulating AI has not been a priority, the President, Congress, executive agencies, the states, and the courts have all spent...
considerable resources exploring strategic priorities and challenges around its development.\textsuperscript{125}

The first \textit{National AI R&D Strategic Plan} was released in 2016 and updated in June 2019, highlighting the priority of research and development of emerging technologies such as AI. While this strategy specifically does not “describe or recommend policy or regulatory actions related to the governance or deployment of AI,”\textsuperscript{126} it attempts to identify research priorities “that industry is unlikely to address on their own.”\textsuperscript{127} A similar approach to identifying gaps between industry priorities and AI governance will be necessary in the future, as discussed in Part V. Congressional committees have also been exploring the challenges and benefits of AI; for example, a hearing in June 2018 titled \textit{Artificial Intelligence – With Great Power Comes Great Responsibility} brought together experts to identify the potential of AI as well as the governance structures needed to help it flourish.\textsuperscript{128}

Congress has already considered several pieces of legislation regarding AI. In the 116th Congress, the term “artificial intelligence” is in 133 different pieces of legislation, while the 115th Congress introduced fifty bills with the phrase.\textsuperscript{129} Many of these are either sector-specific or are creating committees for exploratory research. For example, the National Defense Authorization Act for Fiscal Year 2019 directs the Department of Defense regarding AI activities;\textsuperscript{130} the FAST Act includes language about developing an assessment of the impact of autonomous

\textsuperscript{125} Id.
\textsuperscript{126} NAT’L SCI. & TECH. COUNCIL, THE NATIONAL ARTIFICIAL INTELLIGENCE RESEARCH AND DEVELOPMENT STRATEGIC PLAN, UPDATE 2 (2019).
\textsuperscript{127} Id. at 5.
\textsuperscript{129} This data is the result of searching on Congress.gov for “artificial intelligence” and narrowing by bill text only. Search completed September 5, 2020.
\textsuperscript{130} The NDAA defines AI as “(1) Any artificial system that performs tasks under varying and unpredictable circumstance without significant human oversight, or that can learn from experience and improve performance when exposed to data sets. (2) An artificial system developed in computer software, physical hardware, or other context that solves tasks requiring human-like perception, cognition, planning, learning, communication, or physical action. (3) An artificial system designed to think or act like a human, including cognitive architectures and neural networks. (4) A set of techniques, including machine learning, that is designed to approximate a cognitive task. (5) An artificial system designed to act rationally, including an intelligent software agent or embodied robot that achieves goals using perception, planning, reasoning, learning, communicating, decision making, and acting.” John S. McCain National Defense Authorization Act for Fiscal Year 2019, Pub. L. 115-232, § 238, 132 Stat. 1658 (2018), https://www.congress.gov/115/bills/hr5515/BILLS-115hr5515enr.pdf. See also Jack Corrigan, A1, Cyber Get Big Boost in Senate-Passed NDAA, NEXTGOV (June 28, 2019), https://www.nextgov.com/policy/2019/06/ai-cyber-get-big-boost-senate-passed-ndaa/158100/ (“The legislation would free up some $600 million for AI and cyber research, lock down the federal supply chain and prep the Pentagon for the cloud.”).
vehicles on transportation systems; the proposed AI in Government Act examines ways to facilitate AI adoption in government agencies; and the proposed AI Jobs Act explores the impact of AI on the future of work and how to “retrain American workers for our 21st century economy.” These are only a few examples of the many legislative efforts around AI—and it should be noted that numerous other laws, including in the cybersecurity context, touch more obliquely on AI—but there promises to be more to come in the near future. Still, what is missing is an integrated, “true framework” for a national AI strategy, which remains lacking despite the rollout of the American AI Initiative in November 2019, though the core elements of what such a framework could entail are discussed in Part VI.

B. Applicable U.S. State Law

Similar to the federal government, U.S. states have not passed substantial comprehensive legislation around artificial intelligence, but they are aware of its potential impact on citizens and in some cases have set up mechanisms to limit negative impacts. The most common state laws on AI are either exploratory committees and task forces, sectoral regulations, or specific instance regulations. Vermont’s AI Task Force, New York’s Algorithm Monitoring Task Force, and the District of Columbia’s Future of Work Task Force were all created by state legislation for the purpose of examining AI or a specific impact of AI. States are often stepping in where the market is unlikely to fill a consumer or societal

131 Fixing America’s Surface Transportation Act, Act, Pub. L. No. 114-94, 129 Stat. 1586 (2015), at § 6025 (ordering an assessment of “the status of autonomous transportation technology policy developed by public entities in the United States” and the “organizational readiness of the Department to address autonomous vehicle technology challenges, including consumer privacy protections.”).
136 This initiative was created by executive order and does not include new funding, but rather “orders the federal government to direct existing funds, programs, and data in support of AI research and commercialization.” Tom Simonite, Trump’s Plan to Keep America First in AI, WIRED (Feb. 11, 2019), https://www.wired.com/story/trumps-plan-keep-america-first-ai/.
138 Id.
need. This has resulted in a checkerboard of laws across the United States, but this has its benefits with states acting as laboratories of AI governance similar to the role being played by the EU globally as is explored below.

One common area of states’ AI focus is consumer privacy. California’s proposed bot disclosure law, for example, would mandate that individuals know that they are interacting with a machine whenever it is influencing a commercial transaction or informing a vote in an election, while a recent Illinois law will regulate use of AI to evaluate employment interviews. California’s new privacy legislation—the California Consumer Privacy Act (CCPA)—will also have an impact on AI development, as it affords individuals greater transparency and control over the use of their personal data.

The other common sector-specific regulations around AI are related to automated vehicles as is explored in Part IV, with forty-five states and the District of Columbia all having laws in place around autonomous vehicles. Other states have issued executive orders on the topic. Some of these efforts are merely exploring the potential impact of automated vehicles on roadways and on transportation networks, while others are exploring specific regulations to guide the ethical development of these driverless cars.

139 Id.
143 California is pioneering legislation in AI, with numerous bills introduced related to this topic: “AB-1281, a bill requiring businesses to publicly disclose use of facial recognition technology; SB-730, a bill to establish a commission on the future of work; SB-348, a bill to encourage the Governor to appoint an AI special advisor and develop a statewide AI strategic plan; AB-594, the California AI Act of 2020, which would develop a policy framework to manage the use of AI; and AB-976, a bill that would establish an AI in State Government Services Commission to gather input on how to use AI to improve state services.” Brandie Nonnecke, Fair, Reliable, and Safe: California Can Lead the Way on AI Policy to Ensure Benefits for All, BERKELEY BLOG (May 28, 2019), https://blogs.berkeley.edu/2019/05/28/fair-reliable-and-safe-california-can-lead-the-way-on-ai-policy-to-ensure-benefits-for-all/.
146 Id.
C. Applicable U.S. Case Law

The overwhelming discussion about AI and the US judicial system relates to the benefits and concerns of using AI as an advocate or a judge\textsuperscript{147} while the case law itself is rather undeveloped. Though a few cases have emerged regarding AI, many of them were dismissed for lack of jurisdiction or lack of basis for a claim.\textsuperscript{148} In one case where the plaintiff appealed his right to access the source code for AI, the appellate court denied his right to review the code.\textsuperscript{149}

One possible explanation for the lack of judicial precedent in this area may be that it is too new. While AI is often used for decision-making, the decisions currently made by AI are often less critical or are unlikely to cause substantial harm.\textsuperscript{150} Another possible explanation may be that the judicial system is waiting for more legislative guidance on AI—relegating its decision-making to areas where there is already some precedent.\textsuperscript{151} Balancing the economic and societal potential of AI with the prospective harms and challenges is a difficult task and one that is potentially better left to legislators.

While the judicial system may be slow to issue groundbreaking case law in AI, either due to the lack of regulations or a fear of stifling innovation, it would be unsurprising to see an uptick in case law for AI in the next few years. As the importance of AI decisions continues to increase

\textsuperscript{147} Artificial intelligence is seen as having great potential to help the legal system become more efficient—helping judges manage caseloads more seamlessly, assisting lawyers with research and writing more efficiently, and granting greater access to the judiciary and greater knowledge of the law to the public as a whole. See generally Larry N. Zimmerman, \textit{Artificial Intelligence in the Judiciary}, 85 J. Kan. B. Ass’n 19 (2016); William J. Connell, \textit{Artificial Intelligence in the Legal Profession—What You Might Want to Know}, 35 Comput. & Internet L. 32, 32–33 (2018).

\textsuperscript{148} See, e.g., Hendricks v. United States, 140 Fed. Cl. 496, 499 (Fed. Cl., 2018) (dismissing complaint that alleged an artificial intelligence computer system “stole [her] thoughts”); Caruso v. United States, No. 2:16-cv-2902-TLN-KJN PS, 2017 U.S. Dist. LEXIS 61290, at *1–2 (E.D. Cal. Apr. 21, 2017) (dismissing complaint that artificial intelligence was used along with electronic monitoring, biological trade secrets, and social engineering to exact physical and psychological torture on him the plaintiff); Davis v. U.S. Presidential Task Force, No. 1:18-cv-01267-TWP-TAB, 2018 U.S. Dist. LEXIS 76474 at *1 (S.D. Ind. May 7, 2018) (dismissing complaint that alleged that plaintiff had “an illegal Artificial Intelligence” implanted in his body that was used to illegally charge him with crimes and to psychologically torture him).

\textsuperscript{149} People v. Johnson, 2019 Cal. App. Unpub. LEXIS 4629, at *6–10 (Cal. Ct. App. July 11, 2019) (though this ruling was ordered not published and will not have precedential affect).


\textsuperscript{151} \textit{Artificial Intelligence Litigation: Can the Law Keep Pace with The Rise of the Machines?}, Quinn Emanuel Trial Lawyers, https://www.quinncemanuel.com/the-firm/publications/article-december-2016-artificial-intelligence-litigation-can-the-law-keep-pace-with-the-rise-of-the-machines/ (“Protection for the public from AI technologies will need to be enacted, and should be, but our courts may be the first to address these novel legal issues. . . . Unlike legislation, however, the protection provided by the courts is remedial not preventative.”).
and those decisions have increasing consequences, courts may be the
nimblest avenue for individuals to seek redress.\textsuperscript{152} Courts have historically been well-placed to respond to constitutional issues around technol-
ogy, and if AI continues to proliferate without legislation in place to
guide it, the judicial system may play an increasing role in this field.\textsuperscript{153}

As is apparent, the United States has, to date, taken a largely hands-off approach to regulating new AI technologies and applications. In con-
trast, as we will see, the EU has taken a much more hands-on regulatory
approach, which—even though it is not an AI superpower in the same
league as the United States or China\textsuperscript{154}—is having an impact on AI gov-
ernance globally as explored in Part III.

\section*{III. Comparative Approaches to AI Governance}

This Part broadens the discussion of AI governance to move away
from a U.S.-centric, black letter law focus to better understand the multi-
ple “regulatory modalities” in place including norms, markets, code,\textsuperscript{155}
self-regulation, and multilateral collaboration, all of which contribute to
AI governance. In particular, we consider the role of the private sector,
along with ethical guidelines and how other AI powers are approaching
similar questions (namely the EU and China), as well as applicable inter-
national law. The case study of autonomous vehicle (AV) regulation
helps narrow the scope of our investigation and guide the discussion
given that this is among the most mature areas of AI governance to date.

\subsection*{A. Private Initiatives & Ethical Frameworks}

Although the regulatory landscape is still in early stages of develop-
ment, numerous private initiatives are attempting to foster responsible AI
development and deployment. These initiatives involve the private sec-
tor, academia, civil society, and partnerships between these various com-
ponents.\textsuperscript{156} It has become common practice for tech companies to
develop AI principles with Google, Microsoft, Intel, and IBM all having
published AI principles or guidelines.\textsuperscript{157} Some of the premier universi-

\begin{footnotesize}
\begin{enumerate}
  \item \textsuperscript{152} Id.
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  \item \textsuperscript{155} See Lawrence Lessig, Code: Version 2.0 125 (2006).
  \item \textsuperscript{156} See e.g., AI and Shared Prosperity Initiative, PARTNERSHIP on AI (last visited Sept. 19, 2020), https://www.partnershiponai.org/shared-prosperity-initiative/.
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ties around the world have developed ethical guidelines around AI development and deployment. The chart below details some of the most prevalent private and academic initiatives to develop responsible or ethical principles around AI development. While this list is not exhaustive, it illuminates how extensively organizations, academic institutions, and civil society are considering the ethical and societal impacts of AI.

**Table 1: Private Initiatives for AI Governance**

<table>
<thead>
<tr>
<th>Private Sector Initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accenture</td>
</tr>
<tr>
<td>Google</td>
</tr>
<tr>
<td>IBM</td>
</tr>
<tr>
<td>Intel</td>
</tr>
<tr>
<td>Microsoft</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Academic Initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harvard University</td>
</tr>
<tr>
<td>Peking University, Tsinghua University</td>
</tr>
<tr>
<td>Stanford University</td>
</tr>
<tr>
<td>University of Montreal</td>
</tr>
<tr>
<td>University of Oxford</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nonprofit &amp; Collaborative Initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM</td>
</tr>
<tr>
<td>FATML</td>
</tr>
<tr>
<td>Future of Life Institute</td>
</tr>
<tr>
<td>IEEE</td>
</tr>
<tr>
<td>OpenAI</td>
</tr>
<tr>
<td>Partnership on AI</td>
</tr>
<tr>
<td>Public Voice Coalition</td>
</tr>
</tbody>
</table>

---


158 The Beijing AI Principles, published in May 2019, were developed by a collaboration between the Beijing Academy of Artificial Intelligence (BAAI), Peking University, Tsinghua University, the Chinese Academy of Sciences, and the Artificial Intelligence Industry Innovation Strategy Alliance (AITISA). *Beijing AI Principles, Beijing Academy of Artificial Intelligence* (May 28, 2019), https://baip.baai.ac.cn/en.
The private initiatives for governing AI are focused on the concerns that AI poses for society, and many of the initiatives focus on prioritizing humans.\footnote{Pinchai, supra note 157; AI at Google: Our Principles, supra note 158; Artificial Intelligence: The Public Policy Opportunity, supra note 157; Everyday Ethics for Artificial Intelligence, supra note 158.} The chart below details Google’s AI Principles,\footnote{Pinchai, supra note 157.} the Beijing AI Principles (discussed further below),\footnote{Beijing AI Principles, supra note 158.} and the IEEE Ethically Aligned Design Principles.\footnote{Ethically Aligned Design: A Vision for Prioritizing Human Well-being with Autonomous and Intelligent Systems, INST. ELEC. & ELECS. ENG’RS (2019), https://standards.ieee.org/content/dam/ieee-standards/standards/web/documents/other/ead1e.pdf?utm_medium=undefined&utm_source=undefined&utm_campaign=undefined&utm_content=undefined&utm_term=undefined.} By comparing these three principles in the chart below, it becomes clear that developing AI to be beneficial to humans is of central importance.

<table>
<thead>
<tr>
<th>Google’s AI Principles</th>
<th>Beijing AI Principles</th>
<th>IEEE Ethically Aligned Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be socially beneficial.</td>
<td>Do good.</td>
<td>Human rights</td>
</tr>
<tr>
<td>Avoid creating or</td>
<td>For humanity</td>
<td>Well-being</td>
</tr>
<tr>
<td>reinforcing unfair bias.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be built and tested</td>
<td>Be responsible</td>
<td>Data Agency</td>
</tr>
<tr>
<td>for safety.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be accountable to</td>
<td>Control risks</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>people.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incorporate privacy</td>
<td>Be ethical</td>
<td>Transparency</td>
</tr>
<tr>
<td>design principles.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uphold high standards</td>
<td>Be diverse and inclusive</td>
<td>Accountability</td>
</tr>
<tr>
<td>of scientific excellence.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be made available for</td>
<td>Open and share.</td>
<td>Awareness of Misuse</td>
</tr>
<tr>
<td>uses that accord with</td>
<td></td>
<td></td>
</tr>
<tr>
<td>these principles.</td>
<td></td>
<td>Competence</td>
</tr>
</tbody>
</table>

Another theme that runs across these and other AI principles is the critical role that ethics will play in AI governance. Numerous frames are applicable in this exploration of ethics, including both so-called fundamental and applied ethics to help promote a degree of “self-reflection” in the research and development of new AI applications.\footnote{See Angela Daly et al., Artificial Intelligence, Governance and Ethics: Global Perspectives, 6 (2019), https://arxiv.org/pdf/1907.03848.pdf.} Metaethics is one useful framework, which might be conducted near the object of in-
quiry necessitating a more narrow and pragmatic approach, or distant providing space and time for a broader inquiry.\textsuperscript{164} To be effective, it has been argued that AI ethics requires two traits: “First, it should use weak normativity and should not universally determine what is right and what is wrong. Second, AI ethics should seek close proximity to its designated object.”\textsuperscript{165}

One application of these ideas to AI is in the field of autonomous vehicle governance, which is explored further below. In particular, the MIT Media Lab has taken on the idea of crowdsourcing ethics in the IoT context through its \textit{Moral Machine} initiative.\textsuperscript{166} The idea is to have participants vote on how an out-of-control autonomous vehicle should manage an array of ethically difficult scenarios, such as whether to sacrifice the driver and passengers to save a larger number of pedestrians.\textsuperscript{167} The results—gathered from “nearly 40m decisions made by people from 233 countries”\textsuperscript{168}—point to some general preferences (such as preferring to save a mother pushing a stroller over a cat) but also a wide array of cultural variation generally grouped into “Western,” “Eastern,” and “Southern” blocks.\textsuperscript{169} For example, there was less of a preference to save younger people in “Eastern” nations, which points to an interesting problem in AI governance; as stated by the \textit{Economist}, “Self-driving cars, it seems, may need the ability to download new moralities when they cross national borders.”\textsuperscript{170} Such an observation poses a particularly relevant and timely issue for economically integrated regions, including the EU.

\textbf{B. European Union}

Although perhaps not the AI superpower of the United States or China, the EU has effectively positioned itself as a regulatory AI epicenter, similar to its influential status in the data privacy and cybersecurity contexts.\textsuperscript{171} Indeed, the EU’s 2018 General Data Protection Regulation (GDPR) is of direct relevance to questions of AI governance. In short, GDPR is an expansive regulatory regime with a wide array of requirements on covered firms ranging from mandating consent for the processing of personal information to ensuring data portability, mandating that firms disclose a data breach within 72-hours of becoming aware of the
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incident, and appointing Data Protection Officers.\textsuperscript{172} Section 5 of GDPR in particular is of interest in the AI context given its focus on the right to object to the processing of personal information and prohibitions against profiling.\textsuperscript{173} As of this writing, the European Commission has not yet clarified how these provisions should apply to algorithmic decision-making of the kind common in the AI context, but, given the potential fines for non-compliance and the increasingly global reach of GDPR with more than 100 nations having similar omnibus privacy laws and others considering them so as to comply with GDPR data transfer provisions, it will likely have a major impact on AI service providers around the world.\textsuperscript{174}

Aside from GDPR, the EU’s nonbinding Resolution on Civil Law Rules on Robotics called on the European Commission to release a proposal on “legal questions related to the development and use of robotics and AI” and to consider more broadly how the EU’s legal frameworks “should be updated and complemented, where appropriate, by guiding ethical principles.”\textsuperscript{175} Other recent EU efforts have included the 2018 Communication on Artificial Intelligence for Europe, which had the stated aims of “boosting the EU’s technological and industrial capacity, and AI uptake; of preparing for socio-economic changes brought about by AI (with a focus on labour, social security and education); and of ensuring ‘an appropriate ethical and legal framework, based on the Union’s values and in line with the Charter of Fundamental Rights of the EU.’”\textsuperscript{176} Perhaps the most prominent recent initiative designed to build out an EU approach to AI governance was the European Commission’s High-Level Expert Group (HLEG) on AI, which provided a useful summary of the current, complex set of EU legal sources that apply to AI:

EU primary law (the Treaties of the European Union and its Charter of Fundamental Rights), EU secondary law (such as the General Data Protection Regulation, the


\textsuperscript{173} See Daly et al., \textit{supra} note, 163, at 13.


Product Liability Directive, the Regulation on the Free Flow of Non-Personal Data, anti-discrimination Directives, consumer law and Safety and Health at Work Directives, the UN Human Rights treaties and the Council of Europe conventions (such as the European Convention on Human Rights), and numerous EU Member State laws. Besides horizontally applicable rules, various domain-specific rules exist that apply to particular AI applications (such as for instance the Medical Device Regulation in the healthcare sector).177

In particular, the HLEG has issued Guidelines for Trustworthy AI in attempt to help organizations develop AI that is both ethical and technically robust. These seven principles are voluntary guidelines, but are useful to help organizations consider responsible practices around AI development and deployment.178 Already, the HLEG has offered another deliverable in the form of its June 2019 Policy and Investment Recommendations for Trustworthy AI, complete with thirty-three recommendations for the sustainable use of AI so as to empower humanity.179 Suggestions from this Policy include a ban on the use of AI for mass surveillance, either from private or public sector stakeholders, along with a bar on the “mass scoring” of individuals (a likely nod to China’s social credit system).180 Other efforts to explore and encourage responsible practices around AI in Europe are being carried forth by the Norwegian Data Protection Authority, France, Germany, Austria, and the UK Information Commissioner’s Office, among others.181 These efforts, despite

178 But see Daly et al., supra note 163, at 12 (noting that “A member of the High-Level Expert Group, Thomas Metzinger, criticized the process and output as ‘ethics washing’ in an op-ed for German newspaper Der Tagesspeigel in 2019. In particular he pointed to the removal of ‘red line’ ‘non-negotiable’ text from the final version of the Guidelines as an example of this, and called for academia and civil society to take charge of the discussion on AI governance and ethics, especially away from industry.”).
179 Id.
180 Id. (“The Panel calls for more work to be done to assess existing legal and regulatory frameworks to discern whether they are adequate to address the Panel’s recommendations or whether reform is necessary in order to do so, with particular regard being paid to: the monitoring and restriction of automated lethal weapons; the monitoring of personalised AI systems built on children’s profiles; and the monitoring of AI systems used in the private sector which significantly impact on human lives, with the possibility of introducing further obligations on such providers.”).
notable differences especially at the national level, together form an integrated view of AI governance that puts human rights and consumer control front and center in a manner that it distinct from particularly the Chinese approach to AI governance, introduced next.

C. China

Similar to the efforts in Europe, countries in Asia are also exploring the implications and developing guidelines around AI. Singapore’s Model Governance Framework, for example, is arguably the best example of such an effort, providing an “accountability-based Model Framework” to help chart the language and “frame the discussions around . . . harnessing AI in a responsible way.”182 China’s economic reach, though, and its high degree of state-supported AI governance and ethics initiatives underscore the extent to which it deserves special attention.183 In particular, in 2017 China’s State Council published the “New-Generation AI Development Plan” with the goal of making China a “world leader in AI innovation.”184 To accomplish this feat, the policy underscores the need for China to participate in global AI standards setting and “deepen[ ] international cooperation in AI laws and regulations.”185 To operationalize this goal, the 2019 Beijing AI Principles were published by the Beijing Academy of Artificial Intelligence highlighting the goal, similar to language used by the EU discussed above, of developing AI to benefit “humankind and nature.”186 The risks of AI in the report also mirror many of those discussed in Part I, including displaced workers and unemployment while avoiding a “malicious AI race” and have been supported by key Chinese stakeholders including various universities along with leading companies such as Baidu, Alibaba, and Tencent.187

A related effort to the Beijing AI Principles is China’s Ministry of Industry and Information Technology (MIIT), which released a Joint Pledge on Self Discipline in the Artificial Intelligence Industry in
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Although it was not yet finalized as of this writing, the language does speak to the importance of meshing AI governance with “broader trends in Chinese digital governance.” A more fleshed out effort is the Chinese Government Ministry of Science and Technology, which released eight “Governance Principles for the New Generation Artificial Intelligence: Developing Responsible Artificial Intelligence in June 2019.” Similar to the Beijing AI Principles, international cooperation is emphasized, along with the “full respect” for other nations to pursue AI development while stressing the need for “agile governance” to quickly respond to given problems in a timely manner. This refrain could be in reference to the oftentimes slow pace of regulatory responses to AI governance challenges, and was also a term used in the EU’s High-Level Expert Panel introduced above, though it was not included as a final principle. Similar to the private initiatives discussed above, Chinese firms including Tencent also have private AI codes of conduct, though it is unclear whether the firm has an internal board to enforce the policy.

Together, the Chinese approach to AI governance, then, demonstrates similarities with the European stance, in particular as it relates to the need for an international, human-centered, agile approach to governance, though clearly one with a larger role for the State as distinct from the more distributed European or U.S. efforts.

D. International Law & Organizations

It should come as little surprise that there are few international laws that impact the development or deployment of AI generally. Emblematic of the problem is the United States and Russia blocking a 2018 effort to reform the UN Convention on Certain Conventional Weapons to “prohibit fully autonomous lethal weapons.” Yet there are specific efforts underway to change this fact, such as proposing new regimes to govern “automation, personhood, weapons systems, control, and standardiza-
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tion[,]” to name a few. 195 Other commentators, such as Professor Dan Jerker B. Svantesson, have proposed harnessing private international law to regulate “‘weak’ to ‘moderate’ AI.” 196 An array of international institutions are available to help catalyze new governance structures. These include UNICEF, the UN Development Program (through the multistakeholder Partnership on AI197), the UN Interregional Crime and Justice Institute through its new Centre for Artificial Intelligence and Robotics, the World Economic Forum through its Center for the Fourth Industrial Revolution, along with various technical initiatives. 198 For the latter, the Institute of Electrical and Electronic Engineers (IEEE’s) Global Initiative on Ethics of Autonomous and Intelligent Systems has produced “Ethically Aligned Design” to help “guide the ethical design, development and implementation of autonomous and intelligent systems.” 199

Nations around the world, from the United States to China and Russia, are aware of the potential for AI to catapult their economies and impact national security. Increasingly, just as the US is exploring the possible challenges presented by AI, international communities as well as specific nations are exploring ways to limit the negative impact of AI on individuals. For example, the OECD has passed AI principles for responsible stewardship of trustworthy AI and national policies and international cooperation for trustworthy AI,200 supported by over 40 countries and endorsed by the G20 (the latter of which, it should be said, includes China and Russia).201 Other related efforts include the 2018 Declaration on Ethics and Data Protection in Artificial Intelligence,

197 The Partnership on AI includes “some UN agencies . . . among its members, as well as NGOs (such as Article 19), academic research institutes (such as the Australian National University 3Ai Centre), public sector agencies (including the BBC) and also technology firms such as Amazon but also Chinese giant Baidu.” Daly et al., supra note 163, at 10.
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which calls for the establishment of “common governance principles” for AI.\footnote{Daly et al., supra note 163, at 9.}

E. Summary

The scattering of private and public initiatives surveyed here may be conceptualized as an “AI Regime Complex,” which is “a collective of partially overlapping and non-hierarchical regimes”\footnote{Kal Raustiala & David G. Victor, The Regime Complex for Plant Genetic Resources, 58 Int’l Orgs. 277, 277 (2004); See also Daniel H. Cole, Advantages of a Polycentric Approach to Climate Change Policy, 5 Nature Climate Change 114, 114 (2015) (noting that Victor and Raustiala argued in favor of regime complexes several years before Keohane and Victor made similar arguments in the climate change context).} that vary in extent and purpose. Yet, there also remains a relatively paucity of guidelines and procedural or performance standards (known as the global “invisible infrastructure”),\footnote{Radhika Gorur, The Invisible Infrastructure of Standards, 54 Critical Stud. Educ. 132, 132–33 (2012) (standards can be particularly helpful in harmonizing processes, enhancing transparency, providing a basis for third-party verification, and informing regulatory reforms).} as we have noted. Why might this be? According to author David Bollier:

The void in AI governance may have many explanations: the sheer speed of AI innovation and the uncertain pathways it will take; the disruptive and complicated ramifications that elected officials might rather avoid; the chronic difficulty in coordinating diverse laws . . .; and general industry resistance to the very idea of government regulation.\footnote{Bollier, supra note 29, at 24–25.}

If true, it is important to consider the bounds of self-regulation in the AI context, which is attempted next using the lens of polycentric governance.

IV. Toward a Polycentric Model for AI Governance

The concept of polycentric governance is multi-faceted and enjoys a long, and storied—if perhaps enigmatic—history that was developed so as to better “understand the emergence, change, and performance of complex governance systems.”\footnote{Christoph Oberlack et al., Polycentric Governance in Telecoupled Resource Systems, 23 Ecology & Soc’y 16, 16 (2018).} Although a variety of scholars including Professors Michael Polanyi and Lon Fuller deserve credit for creating the field,\footnote{See Paul D. Aligica & Vlad Tarko, Polycentricity: From Polanyi to Ostrom, and Beyond, 25 Governance 237, 237 (2012).} Vincent and Elinor Ostrom did much to jumpstart popular interest and to provide it with empirical depth.\footnote{See Carlisle & Gruby, supra note 14, at 928.} Overall, the concept

denotes “a complex form of governance with multiple centers of decision making, each of which operates with some degree of autonomy.”

Vincent Ostrom famously defined polycentric governance as: “A pattern of organisation where many independent elements are capable of mutual adjustment for ordering their relationships with one another within a general system of rules.” It can (and has) been applied to a multitude of contexts, though primarily with regards to “small-scale, community-based resource systems.” Yet it has also been seen as increasingly helpful in managing an array of global collective action problems from climate change to cyber attacks given the diffusion of power globally to an increasingly multipolar, or even nonpolar, world order. Moreover, polycentric governance can be especially useful in both identifying governance gaps, and providing insights for what to do about them across a range of contexts, from climate change to reforming the European Union.

The notion of such a multi-stakeholder, multi-sector, multi-scale, multidisciplinary approach to governing AI has a great deal of appeal given the rich—if incomplete—array of private and public initiatives cropping up all over the world as was discussed in Part III. A key component of polycentric governance, though certainly not the central or sole feature, is to provide the capacity for nested self-governance. This jives well with the findings from Part III, in particular the extent to which private governance is becoming the new, major global power center. As we have shown, a wide array of firm-specific AI principles, and industry codes of conduct, are being created as is true across a wide range of other contexts including the environment, but what does the literature tell us about whether these will be influential and effective?
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One framing device to consider is to think of voluntary self-regulation as a type of club good that is “available to some, but not all.” Such clubs—such as the IEEE or the Partnership on AI—“provide nonrival but potentially excludable benefits to members.” Such benefits can include boosts to a given brand’s reputation, as seen in the environmental context, such as by associating a given software firm with ethical design best practices. For example, one study found that U.S. facilities that joined the voluntary ISO 14001 improved “compliance with government regulations” given its “broad positive standing with external audiences.” Such findings point to the need for new international standards for AI, an idea discussed further below.

But success is not guaranteed even in polycentric systems. Some efforts have been made, for example, to explore the contours of “functional” polycentric systems. For example, such criteria might include the capacity of such systems to “adapt when faced with social and environmental change,” “provide [a] good institutional fit” given the nature of the governance challenges in play, and that they “mitigate the risk of institutional failure” due to the redundancy built in with multiple scales of decision makers. We explore this element of redundancy at multiple levels below in the context of a layered approach to hybrid AI governance. First, though, it is important to note that polycentric systems “do not necessarily perform well or better than other forms of governance” due to an array of problems including high transaction costs associated with collaborating at such diverse scales (especially globally), and a lack of clear accountability given the multitude of stakeholders involved (as discussed in the AI context above). To overcome these challenges and realize the benefits of polycentric systems, an array of “enabling conditions” have been suggested. These include: the need for decision-making centers to “employ diverse institutions,” “exist at different levels and across political jurisdictions,” and the presence of “[g]enerally applicable rules and norms . . . within the system,” along with mechanisms for accountability and conflict resolution.
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Several of these enabling conditions mirror the Design Principles from Elinor Ostrom’s 1990 book, *Governing the Commons*, which calls for: (1) “clearly defined boundaries for the user pool . . . and the resource domain”;\(^{227}\) (2) “proportional equivalence between benefits and costs”;\(^{228}\) (3) “collective choice arrangements” ensuring “that the resource users participate in setting . . . rules”;\(^{229}\) (4) “monitoring . . . by the appropriators or by their agents”;\(^{230}\) (5) “graduated sanctions” for rule violators;\(^{231}\) (6) “conflict-resolution mechanisms [that] are readily available, low cost, and legitimate”;\(^{232}\) (7) “minimal recognition of rights to organize”;\(^{233}\) and (8) “governance activities [being] . . . organized in multiple layers of nested enterprises.”\(^{234}\) Although developed for a different context (namely the governance of local common pool resources), the insights gleaned from these enabling conditions and design principles are vital to building a successful polycentric model of hybrid governance for AI, which may be understood as rules and compliance with those rules being set by a range of NGOs, such as industry associations, often in collaboration with government.\(^{235}\) In particular, it is the importance of both interaction and coordination across multiple stakeholders that differentiates successful polycentric systems from fragmented regimes.\(^{236}\)

These ideas are already being operationalized: “While the exact contours of a future AI governance model are still in flux, advanced governance models such as active matrix theory, polycentric governance, hybrid regulation, and mesh regulation can provide both inspiration and conceptual guidance on how such a future governance regime might be designed.”\(^{237}\) Various models have been proposed to help conceptualize AI governance. For example, Figure 1 offers a “layered approach” that makes use of the literature discussed above focusing on: “social and legal; ethical; and technical foundations that support the ethical and social
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In brief, the technical layer comprises the algorithmic foundation of “the AI governance ecosystem” that, in turn, run the physical (including AVs) and software systems (“criminal justice or medical diagnostic”) referenced above. The various principles introduced in Part III can help ensure good governance in the technical layer, including efforts to promote accountability through: “responsibility, explainability, accuracy, auditability, and fairness.”

Following from the Technical Layer, the Ethical Layer seeks to ensure the realization of ethical principles in the design and application of AI systems. A key aspect of this is human rights, which arguably include both a right to privacy and cybersecurity in the digital age. An application of this work is the IEEE General Principles for AI and Autonomous Systems mentioned in Part III, which are designed to promote—among other things—equal and fair treatment. Finally, the proposed Social and Legal Layer would focus on organizing, revising, and creating institutions at the local, national, and international levels to govern AI systems. Various ideas have been proposed in this regard as we explore further in Part IV, such as creating a policymaking “AI Authority” that
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would regulate AI research in some areas such as by requiring that researchers be subject to strict liability, with the norms being identified from the Technical and Ethical Layers along with other pre-existing legal regimes explored in Parts II and III.246

Such a layered approach to conceptualizing a polycentric AI governance system has parallels with other frameworks stemming from the Design Principles, including the Institutional Analysis and Development (IAD), Social-Ecological-Systems (SES), and Governing Knowledge Commons (GKC) Frameworks.247 Space constraints prohibit a deep exploration of how these frameworks could apply to AI, but the foundation has been laid in the cybersecurity and Internet of Things (IoT) contexts.248 Suffice it to say, “thinking polycentricly”249 about AI governance holds significant advantages over alternative models, though it is by no means a panacea as is explored further in the context of Autonomous Vehicles.

V. AI Governance Case Study: Autonomous Vehicles

In an effort to drill down more on the specifics for how these varying approaches to AI governance that have been explored throughout the Article are having real-world impacts, this Part focuses squarely on the issue of regulating Autonomous Vehicles (AVs). Many automakers, including Tesla, Ford, GM, and BMW, for example, have “disclosed cyber risks to their investors.”250 Fixes, such as Internet “kill switches” that would make it possible for drivers to take back control of their vehicles during a cyber-attack, have yet to be implemented.251 Mirroring the structure used above, overarching issues are introduced, followed by a brief summary for how the main actors discussed throughout—the U.S., EU, and China—are approaching this topic using the lens of polycentric governance to glean both lessons learned and next steps, which are fleshed out in Part VI.

In general, AVs are “an apt metaphor for what we’re dealing with—technology is moving into the driver’s seat as a primary determinant of humanity’s destiny. We are being challenged as to whether we can shape
the trajectory of that future to some degree, with relatively weak tools.” The benefits of this technology are widespread, including more efficient, cost-effective, and safer transportation options adding up to more than $800 billion in economic gains by some estimates, but so, too, are the risks, including those to cybersecurity. As is apparent from Parts II–III, governments have been reluctant to place onerous regulatory requirements on AI firms due to the risk of stilling the pace of innovation in such a strategic industry. Consequently, the regulations that have been imposed have been insufficient to manage these multifaceted risks. Thus far, as is explored below, the United States has been focused on safety issues with AVs generally, while the EU has been more interested in cybersecurity and privacy concerns—all countries have afforded far less attention than might be apparent to environmental or employment risks associated with AVs.

A. U.S. Approach to AV Governance

Federal efforts to govern AVs in the United States have focused mostly on the National Highway Traffic Safety Administration (NHTSA) and the Federal Motor Carrier Safety Administration. Attention has focused on relaxing the current Federal Motor Vehicle Safety Standards (FMVSS) regulations, which, to date, have been unsuccessful. Similarly, legislative reforms have failed to pass. The SELF DRIVE Act, for example, was meant to lay out a basic federal framework on AV regulation and address the patchwork regulation between States. It was also
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meant to require “privacy plans” on how manufacturers collect, use and store data from vehicles.261 The bill passed the House, but its Senate complement, the AV START Act, failed to gather enough votes in the Senate and expired.262 Other attempts have included the SPY Car Act of 2019,263 which was meant to establish cybersecurity standards for all vehicles and better inform consumers in an easy-to-understand trust mark through NHTSA.264 As of this writing, though, neither bill has passed congressional scrutiny.265

Federal inaction has resulted in efforts to regulate AVs from state-level initiatives.266 In total, as of mid-2019, forty-one states have considered AV regulation, either through legislation or executive order.267 Yet, it has been rare for these initiatives to address outstanding privacy and cybersecurity concerns, unlike in the EU (explored next).268 It also means that jurisdictions are incentivized to be lax so as to lure AV firms; Virginia, for example, has no specific AV regulations and has even offered state support—including a designated highway corridor for AV testing.269 Overall, AV regulation remains fragmented in the United States, as with AI governance generally as we explored in Part II, with relatively little evidence of the coordination necessary for a successful polycentric system.

B. EU Approach to AV Governance

It should come as little surprise that the European Union is notably stricter with AVs than the United States—as with AI governance writ
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large. The EU largely confines AV testing to private streets and pre-defined routes, or they test at very low speeds.\textsuperscript{270} The EU has adopted the amended 1968 UN Vienna Convention on Road Traffic, an accord meant to create consistent traffic regulation across borders and replace the 1949 UN Geneva Convention on Road Traffic.\textsuperscript{271} One of the fundamental principles of the Convention is that the driver is always fully in control and responsible for the vehicle; AVs are an obvious challenge to this stipulation.\textsuperscript{272} In 2016, the Convention was updated to allow driverless technologies on European roads, though drivers must be ready to take back control of the vehicle.\textsuperscript{273} Some countries (like some U.S. states) have done more, with Germany going so far as to legalize AVs on all their roads.\textsuperscript{274} The Netherlands has taken it a step further, allowing the testing of AVs without the physical presence of human drivers.\textsuperscript{275}

As has been noted, the EU has also been much more proactive than the United States when it comes to AV privacy and cybersecurity. The EU’s Intelligent Transport Systems (ITS) Action Plan, for example, evokes many GDPR protections, such as robust requirements for consent that were discussed in Part III, but it is not explicitly tailored for AVs.\textsuperscript{276} Similarly, the EU has created a “Cyber-security package” to increase EU resilience to cyber-attacks, promote an effective criminal law response, and strengthen global stability through international cooperation, including with the other AI superpower—China.\textsuperscript{277}
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C. Chinese Approach to AV Governance

As in the United States, China has been reticent in regulating AVs given its aspirations to be a world leader in AI, as was discussed in Part III.278 In fact, the relatively few regulations passed by China largely focus on fostering AVs, similar to Virginia.279 In 2016, the country initiated its China-New Car Assessment Program to ensure that safety measures were incorporated (again, similar to the U.S. FMVSS regulations) and began research on industry policy and stakeholder engagement.280 As for cybersecurity and privacy protections, China now requires the anonymization of personal information (somewhat similar to GDPR protections), highlighting consumer consent and network transparency,281 even as other elements of the 2017 Chinese Cybersecurity Law require data localization and that firms “assist governmental-party agencies involved in national and public security.”282 The stiff requirements make it difficult for companies to meet China’s privacy standards, and pose a challenge for firms both inside and outside of the AV industry.283

D. Other Notable International AV Governance Actions

The Ministers of Transport of the G7 called for cooperation on data protection and cybersecurity in their Declaration on Automated and Connected Driving.284 Because of this, the UN worked to identify eighty-six threats to cybersecurity and considered how to prevent or mitigate these threats in the context of AVs.285 In December 2017, it created the Task
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Force for Cyber-Security and Over-the-Air issues and created best practices for cybersecurity.\textsuperscript{286}

Other jurisdictions, such as Singapore mentioned above, have also been leaders in AI governance. That nation in particular is planning to deploy autonomous buses by 2022.\textsuperscript{287} To meet this goal, Singapore amended its Road Traffic Act in 2017 to permit motor vehicles without drivers.\textsuperscript{288} The amendment also allows the Minister for Transport to create new AV rules and established a five-year regulatory sandbox, which is meant to preserve innovation, demonstrating one way to address the dilemma faced by governments of regulating AV while still allowing flexibility for AV manufacturers.\textsuperscript{289} Furthermore, Singapore has strong existing regulations regarding privacy and cybersecurity, such as the Personal Data Protection Act (PDPA) and the Computer Misuse and Cybersecurity Act, which has been applied to AVs.\textsuperscript{290} The PDPA has since been amended to increase transparency regarding data collection and use.\textsuperscript{291} Though intended for a different environment, the Computer Misuse and Cybersecurity Act strengthens businesses’ response to computer-related offenses and could be relevant to the systems found in AVs.\textsuperscript{292} Because many of these regulations already exist, Singapore has the advantage of adapting or amending pre-existing laws, rather than creating new legislation from a blank slate. Singapore has also taken steps beyond regulation and aims to raise cybersecurity awareness of cybersecurity by creating a national Defense Cyber Organization and becoming a leading
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cybersecurity service provider. A final unique area that Singapore has been active in resolving is displacement of workers from AV. Since the government expressed interest in autonomous buses, there have been concerns about jobs such as professional drivers. To address this issue, Singapore has committed to retrain displaced workers.

E. Summary

In general, the governance of AV systems remains challenging, and none of the jurisdictions surveyed has been able to address the full range of safety, cybersecurity, and privacy concerns of AI while still providing a fruitful atmosphere for AV innovation as is shown in Table 3.
**Table 3: Summary of AV Governance Initiatives Across Surveyed Jurisdictions**

<table>
<thead>
<tr>
<th></th>
<th>General</th>
<th>Safety</th>
<th>Cybersecurity and Privacy</th>
<th>Displaced Workers</th>
</tr>
</thead>
</table>
| **United States** | States are the main drivers for regulation  
41/50 states. have AV regulation  
Two failed federal attempts at governing AVs: SELF DRIVE Act & SPY Car Act | Adhere to existing safety standards, namely the Federal Motor Vehicles Safety Standards  
Restrict testing to certain conditions or areas | SELF DRIVE Act would require “privacy plans” on data collection and use  
SPY Car Act would establish cybersecurity standards and inform consumers | No notable initiatives                                                                                           |
| **European Union** | Adapt current regulations to fit AV environments  
Approaches vary slightly from country to country | Edited 1949 Geneva Convention on Road Traffic to allow AVs  
Restrict testing to certain conditions or areas | Intelligent Transport Systems Action Plan regulates cybersecurity standards, such as consent and the right to be forgotten  
Cybersecurity Package increases resilience to cyberattacks and creates effective criminal laws | No notable initiatives                                                                                         |
| **China** | Limited AV regulations to encourage AV and reach the goal of being an AI leader by 2025  
Robust cybersecurity and privacy regulations, though not AV specific | China-New Car Assessment Program ensures safety measures are well incorporated  
Encourages research on industry policy and stakeholder engagement | Cybersecurity Law requires anonymization of personal information, consumer consent, and network transparency  
Strict rules present challenges for firms operating in China | No notable initiatives                                                                                         |
| **Singapore** | Adapt current regulations to fit AV environments  
Robust regulations in cybersecurity and privacy  
One of the only countries to address displaced workers | Amended Road Traffic Act to allow AVs establishing a 5-year regulatory sandbox | Adapted Personal Data Protection Act (PDPA) and Computer Misuse and Cybersecurity Act to AV environments  
Requires increased transparency in data collection and use  
Created national Defense Cyber Organization to raise awareness | Intend to retrain displaced workers for higher value-added jobs                                                  |
As AVs mature and near full adoption, topics such as cybersecurity, privacy, and job displacement will come to the forefront of issue areas. Development of regulations will follow suit, with organizations leveraging experience to create well-informed and uniform best practices. As this process unfolds, it will be important to implement the best practices from the field of polycentric governance explored more fully in Part VI to ensure that the benefits of this emerging regime complex are realized.

VI. IMPLICATIONS FOR MANAGERS AND POLICYMAKERS

This Article has underscored areas of convergence and divergence between the leading AI powers, with particular attention being paid to the United States, EU, and China. In many ways, the EU and China are ahead of the United States in AI governance, particularly in consideration of the ethical aspects discussed in Part III. However, owing to recent executive actions from the Trump administration, that could begin to change. In general, though, it is important to consider the lessons from polycentric governance as next steps are considered at the national, regional, and global levels. Broadly, this includes: (1) underscoring the need for nested decision-making centers across multiple sectors and governance scales; (2) agreeing on baseline norms; (3) working on mechanisms for accountability and conflict resolution; (4) promoting communication; and (5) encouraging interaction and coordination among stakeholders while incentivizing cross-sector spillovers. Each area of reform will be discussed in turn.

NESTED DECISION-MAKING: The literature on polycentric governance underscores the importance of nested governance structures featuring collective choice arrangements in which key stakeholders are empowered to help establish rules-in-use. In short, this means that governance should take place across “multiple layers of related . . . regimes.” This does not mean that fragmentation is desirable—far from it, as is explored below; in fact, this variable calls for collaboration between “larger institutions” that would “govern the interdependencies among smaller units.” As such, there is a vital role to be played in the context of AI governance by both leading AI powers of the U.S., EU, and China, along with organizations such as the OECD and IEEE discussed in Parts II and III. In particular, a case can be made that a higher-level coordination effort is important given the myriad applications of AI explored throughout this Article, up to an including an “AI Authority”
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discussed below. Ultimately, each AI application—as with a given business transaction—should be nested through layered trust mechanisms.

NORMS: As illustrated in Part III, there is both a need for new international standards for AI, and for a growing list of players and efforts working to fill in governance gaps. Although lists of proposed norms vary, there seems to be growing agreement around certain “essential principles,” including “ethics, transparency, fairness, and explainability.”

Within this overarching rubric (chosen, perhaps, due to the ease with which it can be mathematically operationalized), more specific AI norms include: (1) law (the need for AI applications to be consistent with existing legal regimes); (2) ethics (including prohibitions against “undue harm,” echoing the beginnings of an AI precautionary principle); and (3) robustness (mechanisms permitting the above, including technical measures to effectuate safety—such as in the AV context—and explainability).

Regarding the former, applicable laws would include domestic and international legal regimes, including the UN Declaration on Human Rights. Building from Table 1, there are numerous areas of convergence between both private initiatives and state practice from which to build, including: the need for AI to be socially beneficial, include accountability mechanisms, be transparent, and ethical.

---
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lowing polycentric principles, these norms should be nested and reinforced through an interlocking suite of governance structures agreed to by nations and the private sector.307

ACCOUNTABILITY & CONFLICT RESOLUTION: A key aspect of ensuring the utility and worth of AI norms is promoting accountability and efficient conflict resolution, as seen in both the Ostrom Design Principles along with the enabling conditions introduced in Part IV. Some jurisdictions are further ahead than others in promoting these goals, such as Japan’s 2017 Draft AI R&D Guidelines for International Discussions, which “commit to nine principles, including accountability, privacy and ethics.”308 The efforts of these norm entrepreneurs should be copied and reinforced by other higher-level governance stakeholders, including the AI powers and the UN. Yet, to date, there have been relatively few governance reforms that are legally binding, with the exception of the 2019 U.S. Executive Order on AI.309 Self-reinforcing AI codes of conduct—perhaps modeled on the European Commission’s Code of Practice on Disinformation310—certainly have their place. Over time, however, efforts should be made to crystallize this industry and state practice into new laws and treaties, particularly to help avoid forum shopping, with stakeholders hosting their AI operations in nations with weak AI governance.311 Binding rules for AI are particularly important for “high-risk application areas,” such as those involving critical infrastructure.312

COMMUNICATION: As the multi-disciplinary literature on polycentric governance makes clear, opening up lines of communication is vital to
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provide channels for interaction and coordination, discussed next.313 Indeed, as Professor Ostrom has argued, there are “a large number of variables that increase the likelihood of cooperation in social dilemmas,” including whether: “(1) reliable information is available about the immediate and long-term costs and benefits of actions;” (2) “the individuals . . . see the common resource as important for their own achievements and have a long-term time horizon;” (3) “gaining a reputation [as] a trustworthy reciprocator is important;” (4) communication with other individuals is commonplace, “(5) . . . monitoring and sanctioning is feasible” and (6) “social capital and leadership exist.”314 As such discussion of AI governance, even at a vague level, are vital first steps that can lay the groundwork for more substantive discussions around AI ethics and norms to follow.315

Interaction & Coordination: Fragmented regimes are likely across issue areas. It is unlikely, and likely ill advised, for expected successful polycentric regimes to arise across the myriad AI applications surveyed above.316 As such, further research on cross-sector spillovers in the AI context is vital,317 as is the case more broadly in cybersecurity and privacy. One such approach would be to leverage the ecology of games theory (EGT), which is “a theoretical tool for analyzing complex governance” that “attempts to function as a theoretical lens to improve the empirical analysis of polycentric governance systems.”318 In other words, EGT takes for granted that policy decisions in the real world are made across multiple informal and formal forums on varied geographic scales,319 which is, in short, the story of AI governance summarized in Parts II–III. This framework—which has been applied to a variety of fields, including environmental policy, education, and economic development—is particularly useful for testing the functional utility of polycentric systems (thus not taking for granted the supposed benefits of such an approach), along with demonstrating the extent to which local fit is vital to success. In short, EGT offers a “theoretical platform for scholars to work toward this goal by exploring how the interconnectedness of
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policy games and actors affects how much the latter learn about problems, collaborate with each other, and distribute the benefits and costs of their interactions.”

As applied to AI governance, EGT underscores the need to take a functional approach of the kind examined in Part III with particular emphasis on “cooperation, learning, and [the] fair distribution of gains.” Examples in this context would be incentivizing information sharing with regards to ethical AI best practices in a similar manner to the rise of Information Sharing and Analysis Centers (ISACs) in the cybersecurity context. Likewise, fair distribution evokes the need to consider the displacement impacts of AI technologies—as seen in the AV case study—and creates mechanisms such that the gains from this technology are shared across populations.

One version of such a system would be reminiscent of the International Seabed Authority in the Law of the Sea context, which is responsible for partnering with the private sector while sharing the benefits of mining deep seabed resources with developing nations.

An “AI Authority” could similarly partner with the public and private sectors to develop new AI applications while ensuring that some share of the realized benefits flow to displaced workers. Of course, such collaboration is easier said than done. Given the security and economic stakes at issue, some commentators making predictions that “China will soon match or even overtake the United States in developing and deploying” AI, fueling the “America First” approach to AI that is making international collaboration in this space more challenging.

Together, such initiatives promote the layered approach to AI governance explored in Part III, ensuring that legal and ethical safeguards are respected through leveraging the technical architecture as part of a nested, polycentric structure. An AI Authority, for example, could be established to safeguard high-stakes critical infrastructure, with AI Codes of Practice being crystallized below that threshold to help ensure the protection of human rights, and to promote sustainable development. Such insights are ripe to ally to an array of additional case studies, such as healthcare and smart cities. Taking the first example, AI-enabled health technologies such as apps for health coaching highlight both the numer-
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ous benefits possible for patients and providers, while also giving rise to concerns over “medical paternalism and privacy,” along with cybersecurity. Similarly, the rise of so-called “smart cities” underscore the degree to which trend lines are converging, bringing AI together with other trends, such as 5G, to create new opportunities for public safety and personal privacy risks. These myriad applications share common concerns about AI governance. It would behoove the international community to address these concerns sooner, rather than later, lest dystopian futures become modern realities.

The key ingredient, trust, provides the soil from which shared values and goals can grow. Polycentric governance provides a way to encourage the growth of these vital trust mechanisms, as introduced in Part I, to serve as a facilitator between people with differing cultural backgrounds and technologies. Shared values—such as a human-centered approach to considering AI ethics—are vital to building trust frameworks, and to better address trending issues. As Elinor Ostrom maintained, “Trust is the most important resource.”

CONCLUSIONS

It has been said that the Internet makes possible “an unprecedented level of information-integration, providing the possibility to combine new and existing data and technologies (interoperability) and cope with growing resources and number of users (scalability) through the adoption of distributed systems (cloud computing).” AI turbocharges opportunities within this integration and interoperability, making possible more efficient systems, opening up entirely new industries, and helping to both defend and threaten international peace and security. But “[w]e are not
passive spectators in the story of AI—we are the authors of it.” The international community has taken impressive steps in just the past few years to begin to address AI governance gaps, especially through the OECD, EU, and IEEE, among other forums. These efforts may be conceptualized as part of a polycentric response to this global collective action challenge, and opportunity.

It is time to apply “Ostrom’s Law”—that “[i]nstitutional arrangements ‘that work in practice can work in theory’”—to reconceptualize AI governance. But for the fruits of these diverse efforts to be realized—and so as not to fall in the fragmentation trap—the following lessons of successful polycentric systems must be learned: (1) including the need for nested decision-making centers, (2) baseline norms, (3) promoting accountability and conflict resolution; (4) deepening communication channels; and (5) encouraging interaction and coordination across stakeholders. By learning these lessons, an AI arms race may be avoided, and a new frontier of human knowledge and productivity could be peacefully unlocked. It is our choice, a human choice, and among the most important we are likely to collectively make. Let us rise to the occasion.
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